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Abstract

Programming is a field of study that affects other disciplines transversally,
either because of its cognitive benefits or because of the high demand for
professionals. The latest statistics from 2020 reveal that 6 of the 10 highest
paid jobs in the US require programming skills. In addition, it is estimated
that by 2029 the number of jobs in the areas of science, technology,
engineering and mathematics will grow by up to 8%, while the rest will grow
by 3.4%. Specifically, jobs related to Computer Science and Mathematics
are expected to increase by 12.1%, making these areas the fastest growing
in 2029.

The above data confirms a trend that is occurring in today’s world, which
is preparing for a fourth industrial revolution (industry 4.0) driven by
emerging technological advances in a number of fields that will require
programming skills such as robotics, artificial intelligence and quantum
computing, among others. Therefore, it is essential to facilitate the training
of new professionals in Computer Science. However, learning to program
presents certain difficulties due to the high level of abstraction required to
assimilate certain concepts of programming, either those related to the
structure of the program itself ( for example control structures and loops),
as other more abstract (for example concurrent programming and
recursion). This level of abstraction can be properly managed in the early
stages of learning, using mechanisms that facilitate the learning of
programming through graphic visualizations and collaborative development
environments.

This doctoral dissertation proposes a set of solutions and learning
environments oriented to different educational levels, presented through a
compendium of publications in indexed scientific journals and international
conferences. As a novelty, these proposals are based on the use of emerging
technologies for the visualization of programs, algorithms and programming
concepts, through the use of Augmented Reality and three-dimensional
graphic representations. These visual proposals arise through a new
graphic notation, called ANGELA, which is integrated into the other
proposals through different adaptations made according to the learning
environment where it will be used. The validation of these proposals has
been done through various assessments conducted with real students,
which have allowed to improve and evolve the initial proposals throughout
this research. To do this, different dimensions have been analyzed
regarding the impact of user motivation on learning programming,
usefulness, ease of use and determination of students to use these
proposals.

Finally, an analysis of the results, exposed in the scientific publications,
is made, which confirms the initial working hypothesis of this doctoral
dissertation: the use of emerging programming learning tools improves the
overall learning experience of users.
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Resumen

La programación es un ámbito de estudio que afecta transversalmente a
otras disciplinas, ya sea por sus beneficios cognitivos o por la alta demanda
de profesionales existente. Las últimas estadísticas de 2020 revelan que 6 de
los 10 empleos mejor pagados de EEUU requieren competencias vinculadas
a la programación. Además, se estima que para 2029 el número de empleos
en las áreas de ciencias, tecnologías, ingeniería y matemáticas crezcan hasta
un 8%, mientras que el resto lo hagan un 3.4%. Específicamente, se prevé
que los puestos de trabajo relacionados con la Ingeniería Informática y las
Matemáticas se incrementen en un 12.1%, convirtiendo estas áreas en las
de mayor crecimiento en 2029.

Los datos anteriores confirman una tendencia que se está produciendo
en el mundo actual, el cual se está preparando para una cuarta revolución
industrial (industria 4.0) marcada por avances tecnológicos emergentes en
una serie de campos que requerirán habilidades de programación como, por
ejemplo, la robótica, la inteligencia artificial y la computación cuántica,
entre otros. Por tanto, resulta esencial facilitar la formación de nuevos
profesionales de la Ingeniería Informática. Sin embargo, el aprendizaje de la
programación presenta ciertas dificultades debido al alto nivel de
abstracción que se requiere para asimilar ciertos conceptos de
programación, ya sean aquellos relacionados con la propia estructura del
programa (por ejemplo estructuras de control y bucles), como otros más
abstractos (por ejemplo la programación concurrente y la recursividad).
Dicho nivel de abstracción puede gestionarse adecuadamente en las etapas
iniciales del aprendizaje, empleando mecanismos que faciliten el
aprendizaje de la programación mediante visualizaciones gráficas y
entornos de desarrollo colaborativo.

En esta tesis doctoral se propone un conjunto de soluciones y entornos
de aprendizaje orientados a distintos niveles educativos, presentado
mediante un compendio de publicaciones en revistas científicas indexadas y
actas de congresos internacionales. Como novedad, estas propuestas se
basan en la utilización de tecnologías emergentes para la visualización de
programas, algoritmos y conceptos de programación, mediante el uso de
Realidad Aumentada y de representaciones gráficas tridimensionales. Estas
propuestas visuales surgen a través de una nueva notación gráfica,
denominada ANGELA, la cual se encuentra integrada en el resto de
propuestas mediante diferentes adaptaciones realizadas de acuerdo al
entorno de aprendizaje donde se vaya a utilizar. La validación de estas
propuestas se ha realizado mediante distintas evaluaciones llevadas a cabo
con estudiantes reales, que han permitido mejorar y evolucionar las
propuestas iniciales a lo largo de esta investigación. Para ello, se han
analizado diferentes dimensiones relativas al impacto de la motivación de
los usuarios en el aprendizaje de la programación, la utilidad, la facilidad de
uso y la determinación del de los estudiantes a utilizar estas propuestas.

Finalmente, se realiza un análisis de los resultados, expuestos en las
publicaciones científicas, gracias al cual se confirma la hipótesis de trabajo
inicial que plantea esta tesis doctoral: la utilización de herramientas de
aprendizaje de la programación emergentes mejora la experiencia de
aprendizaje de los usuarios.
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1
Introduction

T
he current doctoral dissertation is organized as a compendium
of publications where it is offered a review of the results that
are published in the indexed scientific journals that accompany this

work.

Thus, this first chapter introduces a general overview of the problems, the
context of the work and the motivation that make the research conducted
in this doctoral dissertation arise. Next, the research questions and the
objectives necessary to define a set of actions to answer these questions are
formulated. Finally, a discussion of the results present in the main scientific
publications is undertaken.

The rest of this doctoral dissertation is organized in two additional
chapters. The chapter 2 shows the list of scientific publications that have
derived in this doctoral dissertation, including information about each one
of them and a brief review indicating how this publication has contributed
to this doctoral dissertation, in the case of those publications not directly
related to the research topic. Besides, in the chapter 3 the conclusions
extracted from the results of these scientific publications are presented,
giving answers to the research questions formulated in this chapter, as well
as some future lines of work related to the topic of this doctoral dissertation.

1.1 Overview and context

1.1.1 General overview

Methods of learning through distributed real-time collaborative programming
have been an important topic of discussion for a long time. The rise of tools

1
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that allow users to work in such a way and the improvements achieved in
high-speed networks demonstrate this. However, these new tools try to be too
ambitious, building complete systems that offer users an integrated solution
in a complete collaborative programming environment, without reaching an
optimal result, as demonstrated throughout this section.

These results are achieved by centralizing efforts on low-level tasks such
as project synchronization, more specifically that of individual files between
collaborators. For example, previous work such as the CoEclipse tool [12, 13]
focuses mainly on issues such as maintaining consistency between remote
files, i.e. ensuring semantic and syntactic consistency, and not, however,
encompassing a larger objective that completes a collaborative programming
environment.

A common scenario of real-time collaborative programming is the
massive open online courses (MOOCs), focused on software development,
which reinforce the concept of remote work by encouraging students to
collaborate with each other in order to successfully complete certain course
activities. Existing research [52, 24] confirms that real-time collaborative
programming is capable of accelerating the process of solving problems,
facilitating the creation of better designs and achieving a shorter length in
lines of code of the programs developed, thus achieving a higher quality of
software projects.

A possible tool of this type would be COLLECE (COLLaborative Edition,
Compilation and Execution of programs) [4], focused on guiding users to
solve distributed and paired programming problems.

Among this type of tools, it is worth mentioning Saros [38], for the
complete ecosystem it offers on the Eclipse platform. There are also
alternatives for other environments that provide collaboration features such
as VS Anywhere1 for the Visual Studio integrated development environment

On the other hand, the rise of web technologies has led to the emergence
of some cloud-based tools. Among the most popular are Kobra, CodeShare,
or Cloud9 [7]. All of them allow the sharing of documents between users in
a collaborative way, with some features such as syntax coloring, and
communication via chat or video. However, they lack some capabilities of
integrated development environments such as autocompletion, workspaces,
or refactoring tools.

Apart from this type of tools, other authors use gamification techniques to
improve the learning experience in children with satisfactory results [42, 10].

In the field of augmented reality (AR), there are studies that emphasize
the value of this technology as a learning tool. In [20] they study the effects
of this technique in the learning process of students, demonstrating the
improvement of this form of teaching, with respect to other more traditional

1https://vs.componentsource.com/product/vs-anywhere-0
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ones. Similarly, virtual reality also shows an upward trend in this area. In
[6], for example, a virtual reality platform was developed to teach
programming to engineering students.

On the other hand, the use of robots (either virtual or physical) can also
facilitate this teaching of programming. In the last years there have been
studies of this subject, demonstrating the positive results of this paradigm.
Among these studies include [34] and [14], physical and virtual learning
environments respectively, and oriented to learning programming in children
and adults.

In conclusion, the use of immersive and emerging technologies provides
a new paradigm of application in the field of learning programming, which is
posed as a challenge to change the way in which new generations learn to
program.

1.1.2 Work context

This doctoral dissertation is part of the “iProg: New generation of tools
based on emerging interactive technologies for programming education”
coordinated research project, specifically in the subproject with the same
name as this dissertation with reference TIN2015-66731-C2-2-R. Funding
for this project was obtained in a competitive public call in the State
Program for Research, Development and Innovation Oriented to the
Challenges of Society, within the framework of the State Plan for Scientific
and Technical Research and Innovation 2013-2016.

In this sense, the coordinated project establishes a collaboration between
the University of Castilla-La Mancha (UCLM) and the University Rey Juan
Carlos (URJC), where the former has undertaken the tasks of development
and implementation of various software prototypes and their evaluation at
university educational levels, while the latter has been responsible for the
evaluation of other tools developed at pre-university levels.

1.2 Background and motivation

Programming is one of the most important disciplines nowadays, both
because of the cognitive benefits derived from its learning [43] and because
of the high demand for professionals due to the so-called fourth industrial
revolution [64]. According to the GlassDoor job portal [16], the latest 2020
reports reveal that 6 of the top 10 jobs in the U.S. required programming
skills. By 2029, it is estimated that jobs demanding programming skills just
in the STEM2 fields are projected to grow 8%, thus outnumbering all the

2Science, technology, engineering and mathematics
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other jobs that will grow a 3.4% [57]. Specifically, jobs directly related to the
computer and mathematical field will grow by 12.1%, making it the third
fastest growing area of employment by 2029, as shown in the chart in the
figure 1.1. However, only 11% of graduates in the STEM areas do so in
Computer Science [27]. Similar statistics are being reflected in Europe too,
where the European Commision has made a move with initiatives for the
learning of programming such as the EU Code Week and the Opening Up

Education, among others [11].

In addition to meeting the needs of future demand for jobs related to
digital technologies, programming has a direct impact on young learners by
enhancing critical thinking, creative thinking and problem solving skills [63]
through so-called computational thinking [62]. Thus, programming can be
positioned itself as a transversal tool that facilitates the learning of other
disciplines [59].

For all the above reasons, there is a clear need to include programming
skills in the curriculum of future generations and to devise new teaching
mechanisms that facilitate the learning of programming. In this sense, it
would be advisable to include programming learning courses at the basic
education levels (i.e. primary and secondary from 6 to 16-18 years-old in
the Spanish education system, respectively), which use learning tools
adapted to those educational levels. Similarly, the higher education levels
(e.g. university) could also benefit from the advantages that programming
brings, by improving the learning mechanisms of existing programming or
even including them in those studies more distant from STEM disciplines
that do not incorporate them. However, it is crucial to pay special attention
to university studies in Computer Science, which allow the training of
computer science professionals, and the difficulties and challenges they
present before proposing new programming learning methodologies in other
disciplines.

One of the main difficulties encountered by students in the first years of
these studies is learning to program, whose statistics are directly reflected
in the dropout rate of first-year students, averaging 51% [35]. One of the
major causes of this is the abstraction that programming requires and the
serious difficulties it poses for students [31, 3, 15]. For example, according
to [33] the main problems are related to the incorrect use of syntactic
structures (lack of parentheses, brackets and quotes) and strategic
misunderstanding, for example, the choice of the least appropriate loop for
the resolution of a given problem [53]. In this context, the application of
group learning techniques [54] and the use of metaphors to facilitate the
abstraction and understanding of concepts [55] can promote learning in
this discipline by encouraging collaboration between students and properly
managing the level of abstraction required to understand certain
programming concepts, respectively.
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Figure 1.1: Occupational projections from 2019 to 2029 along with their
percentages of increase/decrease in jobs. Source: U.S. Bureau of Labor Statistics

(2019) [57].

1.2.1 Computer Supported Collaborative Learning (CSCL)

Group learning or CSCL (Computer Supported Collaborative Learning)
consists of the application of group learning methodologies
(teacher-students or groups of students) with computer support [22]. The
CSCL allows the creation of learning spaces that promote the development
of individual and group skills, and in which each member of the group is
responsible for their own learning, but also the rest of the group. The CSCL
can be considered a particular case of application of the principles of the
CSCW (Computer Supported Collaborative Work) to the learning domain.

The CSCW is a set of techniques conducted to improve the interaction
and collaborative work through the use of computer technologies, preferably
of a distributed nature [41], whose final objective is the production of some
artifact. The application of the CSCW principles to the field of programming
would be related to the paradigm of Collaborative Programming, which is
defined as the use of collaborative software to support programming
activities, that is, to allow and facilitate that several programmers work
together in the same algorithm and its corresponding code [28]. This
technique favors the learning of programming, since the problems are
solved in less time and the software obtained is of higher quality; in
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addition, the students improve their communication skills, reducing their
frustration and increasing their satisfaction [61].

1.2.2 Conceptual abstractions and analogies

To facilitate the understanding of programming concepts, we can establish
a relationship between the concept to be explained and another concept
already known, and less abstract, on which to support such an explanation.
Thus, a metaphor is established that allows us to relate two concepts to
facilitate the explanation of one of them [30]. By extending this approach to
the field of graphic representations, we obtain visual metaphors that relate
concepts to graphic content [25].

Thus, the difficulties that arise when learning to program can be
addressed through the use of graphic representations that relate
programming concepts with others with which students may be more
familiar, thus building new metaphors that serve to define a mental model
of higher level [19]. The use of graphic representations or 2-D visualizations
brings many benefits to the learning process, such as an increase in the
motivation and attention of the students [60], their participation in class
[56] and the understanding of programming concepts [55], among others. It
also makes complex programs more accessible and less intimidating
[21, 9, 60].

Furthermore, visualizations based on 3-D graphic representations can
bring certain benefits to the user, for example, exploiting the student’s spatial
memory capabilities to understand and help remember the structure of the
programs [5], or displaying a greater amount of information from the program
[37].

Using this three-dimensional space, it is possible to employ AR techniques
to visualize programs and algorithms directly in the user’s physical space
and to facilitate natural interaction mechanisms (e.g. gestures and voice,
among others), resulting in a more enriching experience for the student by
stimulating the activation of brain structures and contributing to a more
active learning [1], improving interaction capabilities, learning performance,
motivation and collaboration [2, 8].

1.3 Hypothesis and objectives

This chapter introduces the research hypothesis on which this doctoral
dissertation is based, formulated through a set of research questions. In a
detailed way, these research questions are presented and answered
throughout the research articles published and framed in the context of this
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doctoral dissertation in the format of a compendium of publications. The
research questions are shown in the section 1.3.1.

Once the research questions have been presented, the objectives of the
doctoral dissertation are introduced in the section 1.3.2. These objectives are
defined by a main objective, which is in turn divided into a set of more specific
secondary objectives. These objectives are directly aligned with the research
questions and arise as a result of defining a set of tasks or milestones to be
completed to answer these research questions.

1.3.1 Research questions

The research questions formulated during the development of this doctoral
dissertation serve to validate the contributions of the present dissertation.
Thus, the aim is to present here, in a general way, the research questions
that have been addressed in the different publications that accompany this
work.

• RQ. Does the use of programming learning tools based on emerging
technologies improve the overall learning experience?

– RQ1. Does understanding and knowing the proposed tools and
how they work intrinsically increase interest in programming?

– RQ2. Does using inmersive interfaces, e.g. AR, improve motivation
towards programming?

– RQ3. Generally, what is the subjective perception of the ease of
use, usefulness and intention of use of the proposed tools?

As already mentioned, these research questions are addressed, either
explicitly or implicitly, throughout the research articles included in this
doctoral dissertation and, specifically, in reference to the learning
environments presented in each of these publications. In the chapter ??,
the results achieved in response to these research questions are discussed.

1.3.2 Main objective and secondary objectives

The main objective of this doctoral dissertation is to “offer a set of tools and

prototypes that facilitate the learning of programming and guide the complete

formative process of students with different educational profiles through the

use of immersive and emerging technologies that exploit new learning

paradigms”.

Based on this objective, other more specific secondary objectives are
determined that allow the tasks to be performed in a more constrained
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context. The following sections detail each of these secondary objectives and
the tasks to be performed to achieve them.

[Obj01] Review of the state of the art

Review of the state of the art regarding the present doctoral dissertation.
This review will allow the acquisition of the existing knowledge in the related
research lines here exposed, from other works and related tools that can
serve for the elaboration of the present proposal.

The specific tasks to be conducted in order to achieve this secondary
objective are the following:

• To perform a study of the state of the art by researching the literature
on the following topics:

– Learning tools for programming based on computer graphics and
immersive technologies such as AR.

– Visual analogies and metaphors that serve to represent
programming concepts in a way that is more familiar to the user.

– Existing intelligent tutoring systems oriented to facilitate the
learning of programming.

– Collaborative programming environments oriented to
problem-solving.

• To identify potential improvements and innovation pathways in the
topics researched.

[Obj02] Development of software systems

Development of advanced software systems for learning programming,
oriented to different educational levels and with appropriate technological
and didactic approaches.

The specific tasks to be conducted in order to achieve this secondary
objective are the following:

• To develop a collaborative tool for remote work oriented to the learning
of programming through problem solving that can be evaluated by first
year Computer Science students.

• To develop a system of visualization and debugging of programs by
means of AR that facilitates the understanding of programming
algorithms.
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• To develop a serious game for children that introduces them to basic
programming concepts such as control structures, execution flow or
loops.

[Obj03] Programming metaphors and other abstractions

Definition of a set of abstractions and visual metaphors that facilitate the
learning of programming.

The specific tasks to be conducted in order to achieve this secondary
objective are the following:

• To propose a series of visual analogies and metaphors that facilitate the
understanding of general concepts of programming.

• To propose abstractions on specific programming concepts that help
to visualize complex algorithms (such as those related to concurrent
programming).

[Obj04] Use of immersive technologies

Integration of immersive and emerging technologies that pose a new
paradigm of teaching programming.

The specific tasks to be conducted in order to achieve this secondary
objective are the following:

• To explore AR devices that increase the visualization possibilities of the
developed software systems.

• To integrate natural interaction mechanisms (such as gestures or voice
commands) into the developed software systems

[Obj05] Learning environments

Introduction of each learning environment through use cases that allow to
expose the potential of the developed proposals. These use cases highlight
the flexibility of the proposals and their scope.

The specific tasks to be conducted in order to achieve this secondary
objective are the following:

• To define a series of learning environments where the developed
software systems will be used.
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• To define a set of use cases aligned with the indicated learning
environments.

[Obj06] Proposal evaluation and validation

Evaluation of the use cases presented with respect to different criteria.

The specific tasks to be conducted in order to achieve this secondary
objective are the following:

• To undergo an evaluation that considers the intrinsic motivation of the
students and the subjective perception regarding the usefulness and
ease of use of the proposals.

• To validate the work by analyzing the evaluation results to answer the
formulated research questions.

1.4 Work plan

As detailed in the chapter 1, this doctoral dissertation has been developed
since September 2016 in the context of the national research project “iProg:
New generation of tools based on emerging interactive technologies for
programming education (TIN2015-66731-C2-2-R)” and with a view to being
completed in an estimated time of 4 years.

During the development time of the doctoral dissertation, several factors
have influenced its development, mainly the study and analysis of the
existing literature in order to discover potential lines of innovation or
improvement, and the constant communication with students with different
educational profiles, who have actively participated in the different
evaluations conducted to validate the different proposals. The results and
comments obtained from these evaluations have served to iterate on the
initial proposals, adding new ways of improvement and raising new cases of
use.

For all this, a set of publications in indexed scientific journals and
conferences both national and international has been obtained. The
complete list of publications derived directly from this doctoral thesis will be
presented and commented in the chapter 2.

The rest of this chapter presents the work plan followed to be able to
perform this series of quick iterations and constant communication with the
students and on which the bases of this doctoral dissertation have been built.
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1.4.1 Materials

The following are some of the materials used during the development of this
doctoral dissertation:

• Books from the UCLM library.

• Digital libraries accessible from UCLM such as Scopus, ScienceDirect,
IEEE digital library and ACM digital library, among others..

• Software and hardware available in the laboratories of the CHICO
(Computer-Human Interaction and Collaboration) research group.

1.4.2 Stages

First, the different phases undertaken during the work plan that would allow
the achievement of the objectives presented in the chapter ?? are presented.

Planning, analysis and organization

In this phase the context of the problem is defined. To this end, a study of
the literature is conducted on those scientific contributions that address all
or part of any of the proposed objectives. This allows us to detect unresolved
problems or unaddressed approaches, as well as to identify information that
can serve as a basis for our research.

The achievement of this phase would allow us to reach the objective
[Obj01].

Elaboration of the proposal

During this phase, the proposal that poses a solution to the main objective
of this doctoral dissertation is established. This phase, in turn, is composed
of a series of stages:

1. To select the development environment and the necessary tools (e.g.
programming languages and plug-ins) for the development of the
programming teaching systems.

2. To define the conceptual framework of our development method,
establishing which fields will be covered, how the immersive
technologies will be implemented, what kind of basic problems will be
raised for the teaching of programming and on what environments will
be performed.
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3. To develop a common ecosystem to serve as a basis for the rest of the
tools.

4. To provide a collaborative character to this ecosystem to allow the
simultaneous and cooperative work of the students.

5. To prepare a set of visual abstractions and metaphors that serve to
facilitate the understanding of specific programming concepts.

6. To define a set of learning environments and use cases where the
different proposals will be integrated and evaluated.

The achievement of this phase would allow us to reach the objectives
[Obj02], [Obj03], [Obj04] and [Obj05].

Proposal validation

The proposed solution must be verified by applying it to specific cases. To
this end, experiments will be conducted with real students at different
educational levels.

The achievement of this phase would allow us to reach the objective
[Obj06].

Analysis and publication of results

To determine the degree of achievement of the objectives initially set, in order
to assess and contrast the formulated research questions. Finally, to publish
the results in proceedings of international congresses and scientific journals
with impact index.

Elaboration of the doctoral dissertation

To formalize the results obtained throughout the research in the current
doctoral dissertation.

Time planning

Temporarily, the work done for this doctoral dissertation began in
September 2016 and lasted until December 2020. During this period, the
phases mentioned above have been approached in a sequential and parallel
manner, depending on the nature of the tasks to be performed.
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Firstly, we began with the study of the literature and the current state of
the art of the subject, to later proceed with the development of the first
collaborative tool for teaching programming (COLLECE-2.0). The
development of this tool was continued until December 2018, when it was
finalized and ready to be used in a real environment.

Previously, in February 2018, work had already begun on the set of visual
metaphors that would give rise to the ANGELA notation of roads and traffic
signs. This notation would be continuously improved over several iterations
until July 2020, when the notation was already in a sufficiently mature state
to be used in different learning environments and use cases.

In parallel, and since January 2018, the evaluation phase with students
began. The results obtained from this phase would have a direct impact on
the iterations performed on the ANGELA notation and on COLLECE-2.0.
Similarly, these results, along with the software architectures of
COLLECE-2.0 and the ANGELA notation, were published in multiple
national and international conferences, as detailed in the chapter 2.

Additionally, between September and December 2018 a research stay
was held at the Leeds Beckett University (United Kingdom) which served to
consolidate knowledge in different lines of research and which would
directly affect the development of this doctoral dissertation. In the
section 1.4.3 this research stay is detailed.

Finally, from February 2020 onwards, the complete results of the research
began to be published in indexed scientific journals, leading to the writing of
this doctoral dissertation in September of the same year.

The Gantt diagram in the figure 1.2 shows the time planning, including
the phases of work mentioned above, in a summarized way.
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Figure 1.2: Gantt chart of the work plan.
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1.4.3 Mobility plan

From 17th September 2018 to 17th December 2018 (3 months) a research
stay was held at the Leeds Beckett University, specifically at the Digital
Health And Assistive Technology (DHAT) Research and Innovation hub of
the School of Computing, Creative Technologies & Engineering, under the
supervision of Prof. Dr Dorothy N. Monekosso and with the aim of applying
for the International Doctorate mention of the doctoral program related to
this doctoral dissertation.

During this stay a participation was made in the MONICA project3

(Management Of Networked IoT Wearables - Very Large Scale Demonstration
of Cultural Societal Applications) from the European Union’s Horizon 2020
research and innovation programme and in a telemedicine project aimed at
the rehabilitation of stroke survivors4.

There was also the possibility of meeting different doctors in very diverse
lines of research that allowed to gather opinions, comments and
experiences about the development of the present doctoral dissertation.
Special mention to the members of the DHAT group, specifically Dr Akbar
Sheikh-Akbari, for the valuable feedback provided on the line of research of
this doctoral dissertation, to Dr Sareen Galbraith for sharing her research
and work on technologies to support the diagnosis of dementia in people
affected by Parkinson’s and to Dr Rasha Ibrahim for her recommendations
when evaluating proposals with real users. Likewise, Sanela Lazarevski,
lecturer at the Leeds Beckett University, and Dr Angel Jimenez Aranda,
Digital Technology Lead at Devices for Dignity (Sheffield), are also
mentioned for the exchange of comments on the subject of learning
programming during the research stay. These experiences have facilitated
the improvement of the quality of the present doctoral dissertation, the
widening of the horizon of knowledge related to this research and the
capacity of the present PhD candidate to conduct research.

On the other hand, thanks to the research stay, it was possible to
participate in the above-mentioned projects, which allowed to acquire
experience working in a multidisciplinary and international environment, as
well as a greater knowledge about Internet of Things (IoT) and AR immersive
devices, and their possibilities in a context of learning programming.

Also, during this stay the results of the advanced work were published
in different international conferences and several evaluation models were
prepared with users that would serve to validate the work developed later.

Finally, the advanced work on the international projects was published in
the proceedings of the 2nd International Conference on Multimedia Analysis
and Pattern Recognition (MAPR) [44] and in volume 8 of the journal IEEE

3https://www.monica-project.eu
4https://www.virtualphysioproject.com
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Access [45]. The chapter 2 includes more information on these articles and
on the rest of the research articles published during the completion of this
doctoral dissertation.

1.5 General discussion

This section discusses the results obtained from the main publications in
scientific journals accompanying this doctoral dissertation and other
relevant publications in international congress proceedings available in the
chapter 2.

The results obtained from the publications are directly aligned with the
objectives proposed in this doctoral dissertation. Thus, along the three main
publications a diverse set of results is produced including: i) the
introduction of a real-time collaborative programming environment called
COLLECE-2.0, ii) a visual notation based on the metaphor of roads and
traffic signs to represent concepts and programming problems, iii) a serious
game oriented to introduce basic programming concepts to children, iv) a
set of use cases that integrate these environments, and v) different
evaluations with real users that seek to validate the usefulness of these
environments.

A brief discussion of the results obtained from these scientific
publications is introduced below.

1.5.1 COLLECE-2.0 platform

COLLECE-2.0 [39] is a collaborative learning platform aimed at solving
group problems through working sessions and programming projects that
challenge participants with the aim of improving their learning.

This platform initially emerged as an evolution of the COLLECE [4]
system, a synchronous turn-based programming environment that allowed
editing, compiling and executing programs implemented in the Java
language between several participants remotely.

The difference between COLLECE-2.0 and its predecessor lies in the
capacity of asynchronous editing of programming projects, support for
multiple programming languages and the introduction of different
awareness mechanisms, among others. The main characteristics of the
platform are indicated below:

• Modular. The tool is easily installed in the Eclipse IDE as a plugin
through its repository system.
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• Extensible. An external API is offered publicly to be consumed by other
Eclipse plugins.

• Work sessions. The system integrates a session management tool to
create public or private sessions over the network for other users to
connect and work simultaneously.

• Problem-solving oriented. The users collaborate toward a common
solution for the given problem that has to be solved when connecting to
a COLLECE-2.0 session.

• Multi-user edition. COLLECE-2.0 provides a low-latency, real-time
collaborative editing system that allows for fluid editing, so that multiple
users can edit the same files concurrently.

• Repositories. COLLECE-2.0 uses remote repositories to synchronize
and persist the state of the different projects. Thus, users can make
use of this mechanism to share projects with other users and leverage
the features of the tool.

• Awareness mechanisms. The tool includes different awareness
mechanisms which can be customized in the Eclipse work view: i)
tele-pointers, to identify who is editing and where in the code they are
doing it; ii) blocked regions, to enable users to block parts of the code
from being edited by other session members; iii) blocked regions panel,
to manage all the existing blocked regions in a file and their owners; iv)
instant messaging with public support for all users in the session, or
privately with a specific user; v) panel of connected users with
identifying colors for each user; vi) statement of the problem that has
to be solved.

At research level, COLLECE-2.0 allows to establish a common working
environment in the context of a tool for the resolution of group
programming problems with support to be extended by the use of plug-ins.
Thanks to this extensibility, this platform has been proposed as a
foundation to be used in other learning environments oriented to the
visualization of programs through the ANGELA notation, which will be
introduced in the following section.

The platform is thus established as a complete evaluation environment
that can be used to study the impact that this type of environment has during
the learning of programming through the analysis of different dimensions.
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Relevant publications

The most relevant scientific publications related to COLLECE-2.0 are:

• S. Sánchez, M. Á. García, C. Lacave, A. I. Molina, C. González, D.
Vallejo, and M. Á. Redondo. A modern approach to supporting
program visualization: from a 2d notation to 3d representations using
augmented reality [48]. This publication covers two well differentiated
results: COLLECE-2.0 and the graphic notation ANGELA. With regard
to this section, this publication introduced COLLECE-2.0 and the
evolution it represented with respect to its first version.

• C. Lacave, M. A. García, A. I. Molina, S. Sánchez, M. A. Redondo, and M.
Ortega. COLLECE-2.0: A real-time collaborative programming system
on Eclipse [23]. This publication arises as a result of a pilot evaluation
of the COLLECE-2.0 platform with 37 second and third year computer
engineering students with the aim of assessing the ease of use and
usefulness of the built-in awareness mechanisms, as well as their level
of support by the solution.

1.5.2 ANGELA graphic notation

ANGELA (notAtioN of road siGns to facilitatE the Learning of progrAmming)
is a graphic notation based on the metaphor of roads and traffic signs that
establishes an analogy between real world concepts and different aspects of
programming, trying to reduce the complexity linked to the task of
programming, specifically with the understanding of the programs, which
should result in the decrease of the difficulty in learning. The
representations can be visualized both in 2-D and 3-D, and even by an AR
device that uses the space of the physical environment of the user to locate
and align the visualization in real time. The construction of these
visualizations (sets of graphic representations) is done automatically by
implementing an Eclipse plug-in integrated in COLLECE-2.0, thus
providing this environment with new program visualization capabilities.

The notation has been used in the fields of static visualization, dynamic
visualization, and visualization of concurrent programming concepts. It has
also been used in other serious game proposals, as will be seen in the next
section.

In the field of static visualization, the notation is used to represent the
structure and sentences of a program, so that it is possible to easily identify
the elements that compose a program.

In the case of dynamic visualization, to the above is added a set of
interactive elements that allow to simulate the execution of a program step
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by step on these visualizations. In this case, the COLLECE-2.0 plugin that
supports this type of visualizations allows to generate the dynamic
visualization and to offer different mechanisms of interaction that allow to
interact with it as if it was a software debugger. Thus, using this type of
visualization, it is possible to advance the program step by step, the
complete execution without waiting, the definition of breakpoints to pause
the execution in a given sentence and the possibility of examining the state
of the memory (e.g. value of variables and evaluation of expressions, among
others) up to that point of execution.

Additionally, the notation can be used to visualize concepts of
concurrent programming. In this sense, the COLLECE-2.0 plugin should be
adapted to support this new need. Even so, and in a preliminary way, a set
of graphic representations has been produced to visualize different
concurrent programming concepts, such as semaphores and signaling,
critical memory regions and execution threads. Using this set of graphical
representations, it is possible to generate visualizations for more complex
synchronization patterns such as the barrier synchronization pattern5 [18].

Relevant publications

The most relevant scientific publications related to the ANGELA notation are:

• S. Sánchez, M. Á. García, C. Lacave, A. I. Molina, C. González, D.
Vallejo, and M. Á. Redondo. A modern approach to supporting
program visualization: from a 2d notation to 3d representations using
augmented reality [48]. This publication covers two well differentiated
results: COLLECE-2.0 and the graphic notation ANGELA. With regard
to this section, this publication introduced the evolution of ANGELA
notation from its initial 2-D version to its 3-D representation including
an integration with COLLECE-2.0 to represent the visualizations using
AR. In this sense, the published results are based on a set of
evaluations with students that allow validating the dimensions of
understanding and suitability of each of the graphic elements
proposed to represent the different programming sentences and
control structures using the notation. The analysis of each of these
evaluations has motivated the improvements made to the notation and
its evolution over time.

• S. Sánchez, C. Gómez, D. Vallejo, C. González, and M. Á. Redondo. An
intelligent tutoring system to facilitate the learning of programming
through the usage of dynamic graphic visualizations [49]. This
publication is based on the work done by the previous one formalizing
the notation and providing new improvements. The improvements are

5Video showing the visualization of the barrier synchronization pattern: https://www.

youtube.com/watch?v=66zaRSIjbPA
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based on extending the new version of the notation with support for
dynamic visualization of programs through debugging in different
visualization environments.

1.5.3 Serious game RoboTIC

RoboTIC is a serious game that arises with the aim of proposing new
learning mechanisms aimed at improving children’s interest in
programming. The proposal is based on the use of the ANGELA notation as
a basis for representing the execution of the game and immersive AR
devices that enable the use of natural interaction mechanisms.

The game poses, at each level, that the player solves a challenge through
interaction by gestures, indicating to the agent how to reach the objective
of the scenario through a series of actions. As in the previous case, this
scenario of AR is also built on a surface of the real world, from a set of blocks
where the agent moves in a discreet way.

The actions that the agent can perform come indicated by the user in
form of commands, which are executed by a vehicle in reduced size, which
moves over the visualization at the same pace that the agent does over set of
blocks.

Relevant publications

The most relevant scientific publications related to the serious game RoboTIC
are:

• S. Sánchez, D. Vallejo, C. González, M. Á. Redondo, and J. J. Castro.
Robotic: A serious game based on augmented reality for learning
programming [51]. This publication proposes a serious game that
facilitates the introduction of programming concepts in children. To
this end, the proposal takes advantage of the research conducted in
the area of program visualization to use an adapted version of the
ANGELA notation on which the proposed serious game is based. The
proposal has been evaluated with a small group of children (12) with
the objective of analyzing the intrinsic motivation of the participants,
their subjective opinion about programming and the qualitative
perception of the proposal.
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1.5.4 Learning environments

The proposals named so far can be used in different learning environments,
as it is gathered along the publications mentioned above and introduced as
specific use cases of the proposals:

• Use of the ANGELA notation in the classroom, where the teacher
would load the visualization of a program onto the physical space of
the classroom to explain specific concepts of program structure and
operation to the students. These students would have the possibility to
interact with the visualization thanks to their immersive devices that
share the same visualization as the teacher.

• Active debugging environments through the combination of
COLLECE-2.0 and the ANGELA notation, to facilitate the analysis of
program execution visually.

• Game oriented learning environments using RoboTIC that introduce
programming concepts to children.

• Teaching concurrent programming concepts in the classroom by
creating a set of visualizations that make use of the ANGELA notation
to complement the teacher’s explanations.
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2
Results

A
s mentioned above, the present doctoral dissertation is constituted as
a compendium of three research articles. These articles are included
in this chapter, together with their main metadata, as well as other

research articles published in proceedings of international conferences and
related to the main research topic.

Apart from this, other research articles are also cited, which are less
directly related to the objectives of this doctoral dissertation, but which
have emerged as a result of other work and collaborations. In this case,
their metadata, the abstract and some of the most representative images
are included. In addition, a brief review of them is also included, justifying
their impact on the work done to complete this doctoral dissertation.

2.1 Articles published in indexed scientific

journals included in the compendium

2.1.1 An Intelligent Tutoring System to Facilitate the
Learning of Programming through the Usage of
Dynamic Graphic Visualizations

• Title: An Intelligent Tutoring System to Facilitate the Learning of
Programming through the Usage of Dynamic Graphic Visualizations
[49]

• Authors: Santiago Sánchez, Cristian Gómez, David Vallejo, Carlos
González, and Miguel Ángel Redondo

• Type: Journal

23
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• Journal: Applied Sciences

• Publisher: Applied Sciences (Basel, Switzerland)

• E-ISSN: 2076-3417

• Year: 2020

• DOI: 10.3390/app10041518

• Category: Engineering, Multidisciplinary

• Impact Factor (2019): 2.474

• JCR Ranking: Q2

• Related to the current research topic: Yes
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Featured Application: The proposal of this work focuses on offering an ITS that can be applied in
programming learning environments (i.e., university degrees, schools, academies, etc.) with the
objective of introducing programming transversally in different application areas and offering
a complementary mechanism that facilitates its learning.

Abstract: The learning of programming is a field of research with relevant studies and publications
for more than 25 years. Since its inception, it has been shown that its difficulty lies in the high
level of abstraction required to understand certain programming concepts. However, this level
can be reduced by using tools and graphic representations that motivate students and facilitate
their understanding, associating real-world elements with specific programming concepts. Thus,
this paper proposes the use of an intelligent tutoring system (ITS) that helps during the learning of
programming by using a notation based on a metaphor of roads and traffic signs represented by 3D
graphics in an augmented reality (AR) environment. These graphic visualizations can be generated
automatically from the source code of the programs thanks to the modular and scalable design of
the system. Students can use them by leveraging the available feedback system, and teachers can
also use them in order to explain programming concepts during the classes. This work highlights
the flexibility and extensibility of the proposal through its application in different use cases that
we have selected as examples to show how the system could be exploited in a multitude of real
learning scenarios.

Keywords: intelligent tutoring system (ITS); program visualization; algorithm visualization;
programming learning; augmented reality; metaphors

1. Introduction

Artificial intelligence (AI) has a brilliant present and future. In fact, there are many areas of
application today with solutions to problems that society demands and that are of great interest [1].
Among them, there are sophisticated systems focused on health, driving, robotics, or even video games.
A particular case in which AI has considerable importance is education, with one of its highest priority
objectives the elimination of the traditional educational model currently in place [2]. This approach
focuses mainly on applying cutting-edge technology to develop intelligent learning systems that
simulate the interaction between the teacher and the students or that are of great value in conducting
knowledge with ease.
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In this context, one of the disciplines with a relevant impact is programming, as it is considered
necessary to learn due to its transcendence in professional and educational contexts. In economic terms,
the number of jobs that require programming knowledge is increasing [3]. The European Commission
estimates that over 90% of current vacancies require programming skills and that by 2020, there are
expected to be approximately 825,000 vacancies that will need to be filled in Europe [4]. From the
point of view of education, programming is proposed as a transversal tool that serves as a vehicle to
promote computational thinking and to work on content from other subjects [5]. Hence, the aim is to
tackle problems from childhood, reinforcing concepts and developing new mental models [6]. There is,
therefore, a clear need to train new professionals to cover the current demand for programmers.

However, programming poses multiple difficulties for the students who are beginning to learn
it. The most important ones are the usage of variables, the comprehension of control structures,
the code modularization through functions, the handling of lists, or the correction of syntactic errors,
among others [7,8]. Specifically, much of this content involves a degree of abstraction in the students
that they still do not have because they do not understand the real effect that it could have to change
the source code of a program on its execution or because they do not provide proper solutions to
problems using a programming language.

There are numerous advantages of using intelligent tutoring systems (ITS) or assistants as support
tools in the context of learning how to program, since they are directed towards the development of
more effective personalized teaching and learning processes [9,10]. From the perspective of the role
of the teachers, the development of this type of instrument involves powerful possibilities for them,
among which the reduction in time for designing content and promoting appropriate knowledge.
On the other hand, from the point of view of the students, learning takes place in an autonomous
way, as these systems are designed with the purpose of complementing, and not replacing, the role of
the teacher.

To this approach, we can add the use of graphic representations that relate programming concepts
to others with which the students may be more familiar [11]. Thus, the conversion of more complex
programs into others that are more accessible and less intimidating is possible. The use of 2D
visualizations has a positive effect on the learning process, from an increase in the motivation [12]
and participation of the students in the class [13] to the comprehension of programming concepts [14].
Alternatively, the use of 3D graphic representations provides multiple benefits to the user, from the use
of three-dimensional spaces to take advantage of spatial memory capacities, in order to understand
and help to remember the structure of the programs [15], to visualizing a bigger amount of program
information [16], among other possibilities. Taking advantage of the use of this type of space, we can
make use of augmented reality (AR) techniques so as to visualize programs and algorithms more
naturally, leading to a more fulfilling experience for the student by stimulating the activation of their
brain structures or contributing to a more active learning [17].

Unfortunately, the literature lacks tutors or assistants (ITS) who present intelligent behaviors
while using a representation that reduces the abstraction or complexity that a task requires. Therefore,
in order to fill this gap and to improve the understanding of learning to program, we established
an intelligent system to help to program by means of autonomous dynamic visualizations that guide
the student during the execution of a program. The tool converts the source code of a program into
a less abstract and intimidating representation, which facilitates the tracking of its trace by leaning on
a computer support that generates automatic visualizations. A general scheme of the system is shown
in Figure 1.

The graphic representations generated are based on a metaphor of roads and traffic signs, which
have been called ANGELA (i.e., “notAtioN of road siGns to facilitatE the Learning of progrAmming”),
a set of designs that establish a relationship of correspondence between programming concepts and
road traffic elements. Thus, we try to define a mental model at a higher level with which to reduce the
abstraction required by programming.



Appl. Sci. 2020, 10, 1518 3 of 14

Figure 1. General overview of the proposed intelligent tutoring system (ITS).

The rest of the article is structured as follows: Section 2 presents some intelligent assistants (ITS)
in the context of learning to program; Section 3 focuses on the proposal of this work, presents the ITS
and the related integrated notation, and explains the automatic generation of dynamic visualizations;
Section 4 describes a set of use cases that attempt to demonstrate the extensibility and flexibility of the
proposal; finally, Section 5 details the conclusions and future lines of research.

2. Related Work

The existing literature presents tools to address the problem of learning to program. In this
section, we review some of them focusing on both the context of intelligent assistants or tutors (ITS)
and software visualization systems.

ITS is a system designed to replicate the work of teachers automatically. The goal of these systems
is to provide individualized learning such as the one that a student might have by attending private
classes. As described in [18], these systems are characterized by providing personalized feedback to
each student, usually without requiring the intervention of a human teacher. Bearing this in mind,
there are different works in the context of learning to program that are of interest.

The work presented in [19] describes an intelligent system to teach a part of the Java programming
language, offering the students feedback of their solutions. Similarly, the work in [20] presented a
system designed to learn how to program in Prolog language, guiding the student through an exercise.
In the context of teaching web programming, the work in [21] showed a system for learning PHP,
whose feature was to provide personalized feedback to the students according to their solutions,
whatever they may be. Another approach was the one presented in [22], which showed a system that
helped to solve custom programming exercises based on flowcharts by making decisions.

Over the years, several authors have attempted to give evidence of the benefits that ITS provides
to the students. Several works conducted a literature review where they collected the results after
evaluating an ITS whose conclusions confirmed the effectiveness of using this type of tool in the
classroom [10,23]. However, there are studies that showed a skeptical position about the effectiveness
of providing feedback to the students during the learning process. For example, in [24], it was found
that the quality of feedback could lead to negative emotions such as boredom or frustration. Similarly,
the work presented in [25] raised a debate about the timing of providing feedback, as this could lead
to a better or worse understanding of what has been studied.

With respect to software visualization systems, there are many of them with different purposes:
some focused on showing control structures and programming concepts in a user-friendly way
(static visualization), and others focused on showing the trace of a running program through
animations (dynamic visualization). In this last case, different systems stand out because of the
graphic representations that they use.

The work in [26] described a system to represent graphically the concurrent behavior of programs
using a metaphor based on cities. Along these lines, the work in [26] showed an application that used
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techniques based on gamification to present puzzles in which some elements of the programming
languages were treated in the form of growing plants, such as loops and iterations. Likewise, the work
in [27] described a system that used avatars and 3D animations to represent programming concepts,
for example exchanging messages between objects, among others. Furthermore, although more
abstract, the work in [28] presented a system that helped to understand concepts related to concurrent
programming through the use of characters and 3D boxes.

The literature also evaluated the effectiveness of using program visualizations and algorithms
in the context of learning to program. A variety of papers presented results of tests and experiments
in favor and against. Among the publications supporting this, it is noteworthy to mention the
findings in [29,30], where a number of tests were held with the students who were able to demonstrate
a better comprehension of the elements of the programming languages and the proposed algorithms.
In contrast, the results presented in [31,32] offered a more controversial view, highlighting the use
of visualizations, rather than its quality, and especially the fact that it is difficult for the teacher
to create them and to keep the students engaged during classes. Besides the selection of suitable
metaphors, the tools that support both the visualization and the interaction are just as important.
In [33], several experiments were performed with students to discover the difficulties they had in
trying to understand the problems related to recursive programming and concluded that when they
used tools that helped them to visualize the behavior of the program, their ability to complete the
exercises improved as it became more dynamic. Furthermore, in [34], there was a review of other
related tools that use visualizations to help with the teaching of programming with successful results.

Furthermore, the effectivity of the visualizations can be enhanced by using AR techniques,
as described in [35], which concluded with certain benefits that could help the process of learning to
program, including improvements in learning, an increase in motivation, and easiness in interacting
with one’s own visualizations and collaborating with other learners; for example, the one presented
in [36], in which paper based markers were used to help to teach the concepts of computer graphics
programming using AR and the OpenGL 3D graphic specification; and the one presented in [37],
in which the same system was assessed with the students who achieved favorable results in
encouraging them to learn and enhance their motivation.

The differentiating feature of this work is the integration of an intelligent behavior into a software
visualization system, which takes special care to provide feedback to the student. This work also
presents another singularity: the use of AR as a visualization technology, which can be leveraged to
generate learning environments on a real environment, while improving the realism of the analogy
with the physical elements that it represents. Thus, we try, on the one hand, to enable the autonomous
learning of the students and, on the other hand, to capture and maintain their attention and motivation.

3. Proposed ITS and Notation of Road and Traffic Signs

The system proposed in this paper is intended to facilitate the introduction of programming to
university students who are just beginning to program and who lack sufficient knowledge to solve
problems through some programming language. Mainly, this situation is linked to the abstraction
required to understand the programming concepts that are taught, to the lack of knowledge of the
language, or to the difficulty to design and build algorithms [7]. Thus, the proposed ITS integrates
the use of metaphors that allow us to reduce this level of abstraction by including analogies between
concepts from the real world and aspects of programming, trying to reduce the complexity linked
to the task of programming. This analogy establishes a notation with roads and traffic signs that we
have called ANGELA, which represents the structure and sentences that compose a program (static
visualization), going through the representation by means of a vehicle that goes through its structure,
and executing these sentences (dynamic visualization). This metaphor is intended to be motivating and
easy to understand, as it includes familiar elements from the daily lives of the students. Thus, a direct
analogy is established between the graphic representations in the metaphor and the sentences defined
in the Java programming language, whose choice is due not only to the popularity in the professional
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field, but also in the educational one [38]. The statements defined allowed us to represent graphically
the function definition, the condition statement, the loop statement, the expression evaluation, and the
function return. In addition, a representation was added to this set for the breakpoints and another one
to simulate the execution thread of a program in order to include dynamic visualization mechanisms
in the system. It is interesting to note that this set did not distinguish between different types of loops
(e.g., while, for, or do-while), as well as with types of conditions (e.g., if-then-else or switch-case),
simplifying the construction of the visualizations to a reduced set of graphic elements that were easily
understood by the students. Figure 2 shows the set of elements that are part of the notation:

• Function definition (Figure 2a): It provides information related to the name of the function and
its input arguments. This is the first graphic representation with which a full visualization must
begin. The arrow of the traffic sign includes the reading direction of the visualization.

• Conditional statement (Figure 2b): It provides information related to the condition. This condition
will then be used to set the new execution flow that will be followed by the program; if the
condition is met, the program will execute its left side, otherwise its right side.

• Loop statement (Figure 2c): It provides information about the condition to be met to enter the
loop. If the condition is fulfilled, the execution flow will be driven to the right road of the graphic
representation, running all the sentences on such side. Otherwise, the execution flow will be
driven through the left road. In both cases, the arrows on the road show the direction to be
followed. Using a roundabout, we make an analogy with the concept of repetition.

• Function return (Figure 2d): It provides information related to the function that is finished
including its name and variables to be returned.

• Evaluation of expressions (Figure 2e): It provides information related to arbitrary expressions such
as assignments, function calls, etc. We use a tunnel to illustrate the evaluation of the expression
when the vehicle goes through it.

• Breakpoint (Figure 2f): It provides a mechanism to stop the program execution as if it is a debugger.
In this case, and with the aim of being integrated with the rest of the metaphor, we use a traffic
cone.

• Thread (Figure 2g): It provides information about the current execution point of the program,
allowing the user to explore the program through a functionality similar to that of a debugger.
The graphic representation used, a vehicle, would go through the graphic representations
step-by-step executing the related sentences. Multiple vehicles going through the visualization
would represent different threads executing the same function.

(a) (b) (c) (d) (e) (f) (g)

Process identifier (PID)

Figure 2. Graphic representations of notAtioN of road siGns to facilitatE the Learning of progrAmming
(ANGELA) converted to an orthogonally projected 3D space. (a) Function definition. (b) Conditional
statement. (c) Loop statement. (d) Function return. (e) Evaluation of expressions. (f) Breakpoint.
(g) Thread.

The decisions about the design in the graphic representations were inspired by the “Vienna
Convention on Road Signs and Signal” (1968) [39] whose proposals were adopted internationally by
most countries. This presented a direct advantage to those students who were obtaining a driving
license, since they were already familiar with such designs.

These visualizations could be displayed through an AR device. Among the state-of-the-art
devices, Microsoft HoloLens excelled thanks to the immersion and interaction capabilities that it
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offered. This way, students could benefit from using the ITS through a natural interface more intuitive
for them.

The system facilitated the construction of the visualizations by generating them automatically
from the source code of the programs. The visualizations generated were then sent to the AR device,
which acted as a viewer that received the necessary information about the visualization from the
ITS through the network. For this, from the source code of the program, a simplified hierarchy was
generated in the JavaScript Object Notation (JSON (data interchange format using text to transmit data
consisting of attribute-value pair [40])) format that could be easily processed by the AR device and that
contained all the information necessary to construct the visualization. To do this, the ITS analyzed the
abstract syntax tree (AST) generated from the source code and identified each of the language elements
related to the proposed graphic representations (see Figure 2). The hierarchy generated in JSON format
kept each of these associations in a tree-like form, along with the connectors needed to construct the
visualization in a linked way. Figure 3 shows an example of the simplified sub-hierarchies generated
for some of the proposed graphic representations. The final visualization would comprise the complete
hierarchy from these sub-hierarchies.

public double getCircleArea(double r) {
double area = Math.PI * r * r;

return area;
}

MethodDeclaration [66+114]
> method binding: getCircleArea(double)
JAVADOC: null
MODIFIERS (1)
CONSTRUCTOR: 'false'
TYPE_PARAMETERS (0)
RETURN_TYPE2
NAME
SimpleName [80+7]
> (Expression) type binding: double >
method binding: getCircleArea(double)
Boxing: false; Unboxing: false
ConstantExpressionValue: null IDENTIFIER:
'getCircleArea'

RECEIVER_TYPE: null
RECEIVER_QUALIFIER: null
PARAMETERS (1)
SingleVariableDeclaration [88+13] >
variable binding: r MODIFIERS (0)
TYPE
VARARGS_ANNOTATIONS (0)
VARARGS: 'false'
NAME

...

{
"entities": [

{
"type": "node",
"node": "FunctionIn",
"name": "getCircleArea",
"args": [
"radius"

],
"children": [
{
"type": "node",
"node": "Expression",
"content": "area = Math.PI * r * r"

}
]

},
{
"type": "node",
"node": "FunctionOut",
"name": "getCircleArea",
"return": "area"

}
]

}

Java source code1

Abstract Syntax Tree (AST)2 Simplified JSON data3

Visualization4

Figure 3. Generation of the JSON structure with the relevant information used to build the visualization
from the source code of the program.

For the dynamic visualization mechanisms, the ITS was responsible for intercepting calls to
the chosen debugger and sent this information to the visualization device in order to animate the
movement of the vehicle through the graphic representations. On the side of the device, the interaction
made by the user was sent to the ITS to manipulate the debugger status (i.e., advance the program
execution, pause it, etc.).

Currently, the ITS implementation is being conducted through a plug-in implemented for
COLLECE-2.0 [41,42], a collaborative distributed system for learning to program based on the Eclipse
development environment. This plug-in utilizes the COLLECE-2.0 infrastructure, performing the
tasks mentioned above, to generate the JSON from the AST of the source code of the program.
The debugger is used by the ITS through the API provided by the JDT Debug plug-in (https:
//projects.eclipse.org/projects/eclipse.jdt.debug) from Eclipse.

Figure 4 shows a complete example of the dynamic visualization generated using the proposed
ITS through the AR device.

The movement of the vehicle along the visualization was done by constructing a directed cyclic
graph. This graph was generated from the graphic representations added to the display, which defined
the set of nodes that the vehicle must follow. Figure 5 shows an example of the generation of such a
graph for the visualization generated in Figure 4.
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Figure 4. Dynamic visualization of the “Bubble sort” algorithm as seen through the AR device. At the
bottom right, the execution thread of the program (vehicle) is shown moving towards the breakpoint
(traffic cone) and an information panel when the cursor is superimposed on a graphic representation.
At the same time, on the left side, a billboard is shown, which prints the status of the algorithm at
a particular point of the execution.

Figure 5. Example of the generation of a directed cyclic graph for the “Bubble sort” algorithm. The green
spheres represent the sequence of nodes that the vehicle must follow.

The feedback provided to the user was used to guide and help them to understand the program
that they were running. Thus, it was possible to define personalized feedback as comments in the
source code, which were stored in JSON and shown to the user in the form of text bubbles that would
appear when the vehicle passed through the graphic representation associated with the line of code
where the comment was inserted. When defining these comments, certain control labels could be
introduced to manipulate the execution of the program, as seen in Listing 1. In that case, the execution
of the dynamic display would be stopped when the first comment was reached, due to the control
label defined in the last line of the comment. This label system was flexible enough to define other
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properties that allowed the teacher to direct the student’s learning by using the comments included in
the programming language itself.

Listing 1. Example of JAVA source code that includes a control label for the ITS.

1 // First , we add all the elements in the array using a reduce

2 // expression available in the Stream API introduced in Java 8:

3 //! its:execution = "pause"

4 List <Integer > integers = Arrays.asList(1, 2, 3, 4, 5);

5 Integer sum = integers.stream ().reduce(0, (a, b) -> a + b);

6

7 // Second , ...

Cyclomatic complexity: 11

In addition to feedback based on comments, the ITS also incorporated a mechanism based on
software metrics to provide additional information to the students. The selected metric was called
“cyclomatic complexity”, proposed by McCabe [43], and used to measure quantitatively the complexity
of a program. To do this, we could calculate the cyclomatic complexity (CC) of a program with a single
entry point and a single exit point in a simplified way according to [44], as CC = NB + 1, where NB is
the number of branches in a program.

In this context, the system calculated this cyclomatic complexity automatically so that the method
was represented, counting the total number of occurrences of the following keywords: if, for, while,
case, return, && , || and ? (for the conditional ternary operator). Once this value was calculated,
the result was shown on the display by changing the color to red for those graphic representations that
increased the cyclomatic complexity of the method over the recommended value: 10. This value was
selected from that proposed by McCabe in his work, identified as a recommended limit and interpreted
as the program being “simple and easy to understand”.

Figure 6 shows an example of a fragment of a visualization colored in red as the cyclomatic
complexity increased over the recommended value, assuming that it belonged to a larger method.
In this way, the students could reconsider their solution and modify it to reduce its complexity.

Cyclomatic complexity: 11

Figure 6. Cyclomatic complexity shown as a red shading, which highlights the graphic representation
related to the statement that increases the complexity over the recommended limit.

4. Resulting Use Cases

The objective of the proposed ITS was to be used in learning to program environments to facilitate
learning by providing aids and guides that allowed the student to understand different concepts such
as program structure, control statements, their dynamic aspect by tracing the program execution, etc.
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Moreover, the system could be extended to facilitate the learning of more specific programming
concepts, such as those arising in concurrent programming contexts, and even in less advanced
ones aimed at children who are trying to learn to program through video games. Thus, this section
highlights a set of scenarios where the proposed system was used, showing its flexibility through the
dynamic visualization of programs, child-oriented game environments, the use of the system as a use
case in the classroom, and the understanding of concurrent programming concepts.

4.1. Dynamic Program Visualization

The students who were learning to program hardly used the debugging tools offered by current
programming environments because their use still required a high level of abstraction, among other
reasons. These tools helped to understand the execution of a program or to detect and correct errors
at runtime.

In this context, the proposed ITS was used to build an interactive AR debugging environment
where the teachers could teach programming concepts or demonstrate the use of a debugger in a real
situation. Such an environment was built on a physical surface of the real world, from the 3D graphic
representations presented in Figure 2.

Through a menu associated with the visualization, the user was in charge of starting the program
debugging. Through this process, the Eclipse debugger was launched, which executed the actions
performed in the visualization by sending orders through network sockets to the plug-in that acted as
a server. Once the debugger was launched, the vehicle appeared, placing itself over the starting point
of the visualization, which was initially the function definition statement.

The actions that the user could perform were the classic ones that a debugger integrates,
which were executed through gesture interaction mechanisms supported by the visualization device.
Among the most relevant actions, it is worth mentioning the possibility of checking the value of
the variables when the user selected a sentence through which the vehicle passed, executing the
program step-by-step through discrete vehicle movements or even adding breakpoints that enabled its
movement without pausing until the statement that contained such an element. On the other hand,
the user also had the possibility of checking the output of his/her program through a console in the
shape of a billboard, which was placed next to the representation that printed the states through which
it passed. Additionally, the comment system provided explanations to the user about what happened
during the execution of the program, in order to facilitate the understanding of the source code.

This process ended when the vehicle reached the return sentence, disappearing from the display
and stopping the process in both the device and the debugger in the Eclipse environment.

4.2. Agent-Based Game Environments

The application of the proposed ITS was interesting for programming agent-based models in
game environments, in order to motivate 8 to 15-year-olds to take interest in computers and learn basic
programming concepts. Students of these ages could be familiar with the concept by playing with toys
reflecting actual objects, including cars, carpets simulating the streets of a city, and giant puzzles that
allowed them to build structures based on roads.

The proposed system could be extended to support a didactic environment of programming based
on agents, where the player communicates with the agent through a pre-established set of commands
that allows them to manipulate the state of the agent.

In terms of learning, the levels of the game represented different challenges that the player must
solve. These challenges were posed with a difficulty that introduced programming concepts to the
player incrementally. Thus, the first levels of the game would introduce programming concepts related
to the execution of expressions and conditions, to finally move on to the use of loops and functions.

The stages of the game presented a challenge to overcome by means of different actions that
told the main character how to reach the goal of the level. Such stages were automatically generated
over the real world by means of applying AR techniques. The character would execute the actions
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sequentially, so that the player specified them as a list of commands. Thus, the player could replicate
the movement of a horse in chess by specifying two orders to advance, one to turn right and another to
advance forward. If the character reached the goal of the level after executing the sequence of actions,
then the stage would be completed. Otherwise, the player would have to provide an alternative
sequence. To check that the current action was being executed, a small character ran through them at
the same time as the main character.

Figure 7 shows a snapshot of one of the levels included in the game.

Figure 7. A snapshot of the RoboTIC game running the level used during the evaluation. A video
playing this full level can be found at https://youtu.be/T1I2mrX7BUw.

4.3. Using the ITS in the Classroom

The use of ITS in the classroom was related to the use and integration in the COLLECE-2.0
environment to allow the teachers and the students to build programs collaboratively and to
visualize them dynamically. This collaborative feature was achieved through COLLECE-2.0 sessions,
whose actions were replicated on all visualization devices through network sockets. For this scenario,
we considered that all the people involved in the learning process had this device to visualize and
interact with the representation located on a real-world surface.

Mainly, the teacher was the one who decided the program to be displayed, positioning the
representation on a suitable place in the classroom. In this way, the teacher shared the visualization so
that the students could both interact with the representation and move freely through it.

Thus, in this use case, the ITS played a secondary role, and it was the teacher who guided the
students during the visualization, stopping its execution to ask questions of the students about what
was happening in the program. The students could also interact with the visualization in order to
solve doubts that may arise during the lesson.

As an example and to place the description, we considered the “Bubble sort” algorithm as shown
in Figure 4. In this visualization, a billboard that printed the program output was placed, a break point
on an expression evaluation, and a vehicle that went through the graphic representations executing
sentences.

In this context, the teacher could start an explanation by running the algorithm step-by-step
during its first iterations, emphasizing the most relevant points of the execution.

Thus, the students could understand the behavior of the algorithm, using a lower level of
abstraction and handling representations that were already known. Afterwards, several questions
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could be asked to check the degree of understanding obtained after the initial iterations; for example,
what the state of the list at a given time was, what the value of a variable in any given iteration was, or
which branch of the inner conditional sentence the vehicle would pass through and why. Likewise,
these questions could also be asked directly using the elements of the graphic representation.

Similarly, the students could also pose questions to the teacher about aspects that were not
understood. In this case, the student could stop the execution and ask why a variable was updated
to a certain value or add a ghost vehicle that served to reproduce the behavior that the main
truck performed.

4.4. Comprehension of Concurrent Programming Concepts

A more advanced use case was the one oriented toward facilitating the learning of concurrent
programming concepts. In this sense, the ANGELA notation integrated in the ITS was ideal for
visualizing the execution flow of the programs, specifically through the vehicle that went through the
graphic representations as a thread of execution.

Concurrent and real-time programming entailed some challenges in students who were used to
working in programs with a single execution flow. This was due to the new concepts that had to be
introduced to the student, such as processes, synchronization and communication mechanisms, etc.
The proposed ITS could leverage the included notation to help visualize these concepts.

The identification of the critical sections in a program, i.e., memory variables that are shared
between different processes, would be noteworthy among the concepts that the notation could
represent. Such a concept could be represented by painting yellow diagonal stripes on the roads
and placing vehicles that would represent the different running threads with their PID on their sides.
In the case of the proposal, trucks were used to represent such threads.

In order to synchronize all the trucks (i.e., threads), we could use traffic lights to stop/start the
movement of the trucks, that is to stop/start the running thread respectively to avoid them entering
the critical section at the same time. To control the state of traffic lights, pressure plates were placed on
the road to simulate the action of the wait/signal on the traffic light when the truck drove on it. Such
behavior can be seen in Figure 8, where a thread with PID = 3 is running through the critical section.
At the same time, another thread with PID = 4 is waiting at the traffic light before the critical section
until the other thread drives on the pressure plate to signal the traffic light.

c

d

a
b

Figure 8. The ITS in action using the ANGELA notation showing a use case of concurrent programming.
In this context, a thread (a) tries to access the critical section of a program (c), currently accessed by
another thread and protected by a traffic light with a barrier (b) controlled by a pressure plate for
signaling the semaphore (d). A video playing the full sequence can be found at https://youtu.be/
66zaRSIjbPA.
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5. Conclusions

In this work, we presented an ITS aimed to make learning to program easier through a notation
based on the roads and traffic signs metaphor (ANGELA) through augmented reality. The system was
presented in terms of the features and implementation in order to show the different characteristics
of the proposal. Furthermore, through COLLECE-2.0, the system was integrated in a complete
collaborative learning environment for programming.

The use cases raised exposed the usefulness, scalability, and flexibility of the system in multiple
use cases, which contributed to validating the system in different areas such as interactive debuggers,
its collaborative use in the classroom, the learning of concurrent programming concepts, and its
integration in game environments oriented toward the learning of programming foundations in
children.

As future lines of work, we highlight the need to work on two fundamental axes: (1) the in-depth
study of the benefits that use cases bring to the learning of programming and (2) the analysis of their
exploitation in AR environments on mobile devices with current technologies (e.g., ARCore, ARKit,
Vuforia, etc.), which would allow the exploitation of the 3D space in an economic way in terms of the
costs of the devices, thus giving the population with reduced resources access to the system.
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Abstract

Coding skills are becoming more and more important in today’s world, especially within

the context of the fourth industrial revolution. They also help practice other 21 century

skills such as computational thinking, problem solving and teamwork. Unfortunately, learn-

ing how to program is tough and can be also frustrating for beginner students. In this work

we introduce RoboTIC, a serious game based on gamification and Augmented Reality that

facilitates the learning of programming to students in lower levels of the education system

by using a novel set of visual metaphors derived from a notation of roads and traffic signs.

The architecture that supports RoboTIC has been designed to allow the integration of mul-

timedia components when new programming concepts and techniques must be addressed

and to add game levels that enable students to learn incrementally. Experiments have been

conducted in a youth center with children who do not have coding skills at all to demon-

strate the feasibility of the proposal. The results show promising conclusions in terms of

children’s motivation and interest in programming.
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1 Introduction

The learning of programming is one of the most important competences that can be acquired

today. This is also considered to be critical in the area of the so-called fourth indus-

trial revolution [39], in which the impact of the technologies such as artificial intelligence

or robotics are changing the way we live, our relationships, and how we work together.

Such is the case, that there are studies that predict that a significant part of the work cur-

rently being undertaken in this field will be totally automated [7], drastically modifying

the economic model and generating, inherently, challenges and new business possibilities

[2].

At the educational level, there are already ambitious programs based on including skills

related to learning programming in the public curricula or, at least, after school programs.

Countries such as Finland or South Korea, which have a very good reputation in terms of

basic education and achieve excellent scores on the PISA tests, are representative exam-

ples in this respect. On a more general level, there are also initiatives such as the Hour of

Code [29], aimed at introducing programming to people between the ages of 4 and 10, typ-

ically through the construction of interactive applications such as video games and robot

programming, among others.

In stages prior to professional development, during primary and secondary education

(K-12), it has been demonstrated that programming provides certain benefits over problem

solving through so-called computational thinking, which implies the use of programming

concepts through the analysis and recognition of repetitive patterns, the design of algo-

rithms that allow solving problems step by step, the use of abstractions that simplify those

problems and the decomposition of those problems into other simpler problems easier to be

solved [50].

Unfortunately, programming is a complex task and therefore the teaching/learning pro-

cess represents a significant challenge in the context of increasing students’ chances of

success in the new digital world. Thus, it is essential to motivate and stimulate the student

by a qualified teacher who has the necessary mechanisms to adequately guide this pro-

cess through approaches that go beyond the traditional ones that materialize in face-to-face

classes. In fact, these approaches tend not to take full advantage of the cognitive abilities

of the individual, which have been shown to be optimized to process information in a mul-

timodal way through the combination of experiences involving the use of voice, gestures,

sounds, and images, among others [30]. In this context, the use of active learning environ-

ments as traversal platform, based on a learn anywhere, anytime approach can contribute

to increase the flexibility of the students when practicing and improving their skills as a

programmer.

One of these techniques is to use gamification tools that include elements of video games

in less related contexts [20]. Thus, these tools can be used to enhance the learning experience

of programming by increasing the motivation of students and their participation in activities.

This can be done in a general way, applying analogies to the evaluation process by replacing

traditional terms with more gamified ones (e.g. current course by game, subject credits by

points, learning units by levels, etc.) [13, 26], and more specifically, by creating video games

that integrate programming concepts into their gameplay [17, 40].

In the field of video games, these concepts can be encompassed in the so-called seri-

ous games [8]. Thus, by means of specific games, learning mechanisms integrated in the

gameplay can be included where the player has to solve programming challenges in order to

advance in the game (e.g. [51]), and others where the player interacts with the game world

by means of commands that represent sentences in a programming language. An example
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of the latter would be LOGO [1] and its derivatives (e.g. [34]), which emerge as tools for

teaching logic and programming concepts to the player.

Thus, both gamification and serious games allow to reduce the level of abstraction at the

time of understanding programming concepts, through its relationship with elements in the

context of video games. This relationship aims to facilitate the understanding of concepts

explained through other familiar to students through the use of metaphors. In other words,

using the concept of metaphor to make use of techniques that reduce the level of abstraction

required during learning by creating visual metaphors that serve to understand specific con-

cepts of programming [19]. These visual metaphors can be used in software visualization

environments to represent the structure of programs, visualize the execution of an algorithm,

or visually program applications [9].

The visual metaphors can be transferred to a three-dimensional space to benefit from

different advantages, such as being able to show a greater amount of information due to

the new dimension [38], use a realistic learning environment by using representations close

to the real world [44] and cause a more effective use of the student’s spatial memory in

order to recognize and remember certain behaviors found in programs through the human

subconscious [3, 28].

This three-dimensional space can be deployed in an Augmented Reality (AR) environ-

ment that allows interaction with visual elements in a more natural way, resulting in a more

enriching experience for the student, given the potential benefits of using this approach in an

educational context [4, 10]. Such AR environments can be leveraged to improve the learn-

ing gains in contrast to more traditional learning models [21], reduce the level of abstraction

required by a virtual environment by including real-world elements [25] and improve the

collaborative problem solving [10, 27], among others.

In this context, the present work introduces RoboTIC, a serious game designed to facil-

itate the learning of programming concepts in students of elementary educational levels

(from 8 to 15 years), in order to develop their computational thinking through the ideas of

gamification, serious games, visual metaphors, and 3-D representation and interaction. The

main objective of the proposal is to motivate the learning and self-learning, to improve the

understanding of fundamental programming concepts and to facilitate the comprehension

of problem solving techniques. RoboTIC incorporates elements of the real world through

a set of metaphors based on roads and traffic signs visualized in a three-dimensional envi-

ronment of AR and grouped in different levels that the student must solve. The proposed

architecture has been designed to add, in a scalable way, multimedia resources that facilitate

the integration of new programming elements and new levels so that the students themselves

can approach them in the context of an incremental complexity.

RoboTIC has been evaluated through an analysis of the serious game with a group of chil-

dren, using an experiment that consisted of several phases and made it possible to evaluate

in terms of learning basic programming concepts such as instructions, conditional sentences

and loops.

The main contributions of this article are as follows:

– Firstly, we introduce RoboTIC, a serious game for learning programming concepts

through a block based programming environment, supported by a scalable architecture

that allows to integrate new levels in an incremental way.

– Secondly, an evaluation of RoboTIC is conducted by children that are faced with the

challenge of completing a level where basic programming concepts are addressed.

– Thirdly, RoboTIC has been developed considering leveraging 3-D graphics and using

AR gameplay mechanisms actively in the game levels.
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– Fourthly, natural interaction mechanisms are introduced to play RoboTIC, as well as

other physical elements to affect the virtual world.

The rest of the paper is organized as follows. In Section 2, some similar tools and envi-

ronments based on learning programming concepts are described, as well as introducing

the approach of this work. Section 3 focuses on the tool proposed, its architecture and its

main features. In Section 4, the research questions raised and an evaluation of the tool with

actual children are presented. Finally, Section 5 draws some final conclusions, discusses the

experimental results and suggests possible lines of future work.

2 Related work

Within the scope of serious games intended to train in programming competitions there is

a wide variety of alternatives proposed by several authors. The proposal for this work is

based on LOGO [1], although the existing literature also includes other related works. This

is the case of PlayLOGO 3D [36], an implementation of LOGO on a 3D environment that

allows turn-based battles between players using movement commands to try to collide with

the other player’s character. Other examples would be Cube Game [37] and Lightbot [18],

where you have to solve block labyrinths by guiding the main character to a specific position

using movement commands. The main contribution of these works lies in introducing the

operation of a computer through predefined commands, making players see that a computer

can only understand a limited set of instructions. The reader is invited to go to [46], which

includes a systematic review of these and other similar serious games in the context of

learning programming.

Other more advanced alternatives venture into the field of visual programming [6] using

tools such as Scratch [31] or Blockly [15], which expand the possibilities of the previous

tools by allowing to define the logic of more complex programs. These tools would be

oriented to introduce concepts of programming languages, such as the use of variables,

functions, loops, conditional sentences, mathematical operations, etc.

In line with the above but in relation to the metaphors used during the learning of

programming, in [47] it is proposed a visual programming system that uses real-world

metaphors to build programs, such as telephones to call functions, boxes for variables,

and arrows next to people to represent entry and exit commands, among others. Also, one

would find the set of metaphors presented in [41] to visually represent the execution of

programs. These metaphors represent the possible roles that a variable can take, for exam-

ple, if it is a variable that will increase in a loop, a series of footprints will be used in

the ground with the past and future values that the variable will take, while if it is an

array, it will be made by means of a set of tombs with the values of the array sculpted on

them.

In the field of 3-D graphics there are also other works that aim to facilitate the learning

of programming through different metaphors. This is the case of [32], where the authors

used three-dimensional animations involving pipes and cubes to represent data assignments

between variables, as well as other concepts such as planes to represent scopes of functions,

among others. In a more abstract way, in [22], avatars and 3-D animations are used to repre-

sent programming concepts, such as message passing 3 between objects (avatars). Also, in

a more advanced way using Virtual Reality techniques, in [33] it is proposed a system that

facilitates the understanding of concurrent programming concepts through actors and 3-D

boxes.
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Some other works intend to improve the computational thinking and the process of learn-

ing to program by including different contents based on AR. In [35] a tool combining

immersive environments and 2-D interaction is proposed to foster interest in computational

thinking through dancing. In [16] an AR book is proposed to explain electronic circuits

and programming using Scratch for Arduino. In [11] was presented a programming toy that

consisted of physical markers used to build a virtual map on which players could program

a character’s movement to reach a target through an Android application. In the same line,

in [23], a similar tool is proposed but the character’s movement is performed through set-

ting physical cards on the board. Finally, in [45] a setup consisting of a computer, a camera

and physical cards with QR codes was used to facilitate the learning of 3-D programming

concepts like translating an object through the 3-D space, change the lights in the scene, etc.

The tool proposed in this work aims to improve the current situation by using AR as

a necessary gameplay mechanism to complete the levels of the game and keep the play-

ers motivated. In the list of previous works, AR was used by means of physical markers to

slightly affect some gameplay mechanics (e.g. visualizing information). In the case of the

proposal of this work, AR is intended to be used (i) passively so that the player uses the per-

spective of the level to discover the best strategy to solve it and (ii) actively to increase the

motivation of the player to understand programming concepts such as conditional sentences

through physical cards. These AR mechanisms are intended to be leveraged using more nat-

ural interaction ways that reduce the existing limitations of physical markers. Moreover, the

visual metaphor based on roads and traffic signs that is included in RoboTIC is actively

used in the game to reinforce the explained programming concepts by representing the exe-

cution flow, loops and conditional sentences. This visual metaphor, called ANGELA, has

been proposed in previous works [42, 43] where it was successfully evaluated as a notation

to facilitate the learning of programming.

3 RoboTIC approach to learn computational thinking competence

3.1 General overview

RoboTIC is an educational serious game oriented to the learning of elementary program-

ming concepts such as, for example, execution flows, conditionals and loops, among others,

and thus improving the overall computational thinking. The application is mainly aimed at

children between the ages of 8 and 15 who want to start programming through video-games.

It includes different multimedia game elements (graphic content, audio and multimodal

interaction) that facilitate the comprehension of different programming concepts. On the one

hand, there is the execution flow of the program, which is defined by a sequence of graphic

elements based on the metaphor of roads and traffic signs, derived from the ANGELA

notation. This notation allows to compose the structure of a program and the associated

logic through the use of roads and traffic signs, respectively. In the case of RoboTIC, an

abstraction of the metaphor has been used to simplify and facilitate the understanding of the

game to the target audience. Thus, the loops are represented by a roundabout and a traffic

sign indicating the number of times the body of the loop will be repeated. In the case of

conditional sentences, the use of a bifurcation is proposed where the possible conditions are

predefined beforehand by means of a series of conditional cards that represent the possible

events that may lead to one or the other path of the bifurcation.

The video-game represents the virtual world applying AR technologies that allow the

player to interact with that world through the use of natural user interfaces (NUI). These
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means of interaction allow to influence the virtual world through the use of gestural and

voice interfaces, or through the alteration of elements of the physical world. In such way, AR

in RoboTIC is used to keep players motivated towards the levels they have to solve. In the

same way, it is used as a game mechanic through the use of AR stickers and the perspective

itself, forcing the player to explore the level from different angles to get a correct solution

of the level.

Each level in RoboTIC presents a challenge that the player must solve by instructing the

main character (robot) how to proceed to reach the goal of the stage. This stage is built of

blocks that share the same size, so that the movement of the robot through the level is done

discreetly. The actions that the robot can perform for the level are indicated by the player

in the form of commands that the robot will perform sequentially. Thus, the player could

communicate to the robot two commands to advance, one to turn to the right and another

one to advance, to achieve a movement similar to the one made by a horse in chess. In case

the goal is in the final position reached by the robot, the player would complete the level;

otherwise, the sequence of orders would have to be corrected with a new alternative. These

commands are executed by a small replica of the robot (mini-robot), which moves over the

sequence of instructions at the same time as the robot executes them.

The video-game is compiled for the Microsoft HoloLens AR device and is avail-

able for download at: www.esi.uclm.es/www/santiago.sanchez/robotic/RoboTic 1.2.4.2.

appxbundle. Fig. 1 shows a snapshot of RoboTIC running one of the available levels.

To support the functionality provided by RoboTIC, the system architecture is defined by

different layers that communicate with each other, maintaining a division of responsibilities

based on what each layer brings to the user. This division of responsibilities facilitates its

expansion and improvement depending on the domain to be affected:

– Perception layer: is in charge of obtaining information from the user and the surround-

ing environment for further processing. Specifically, the AR device is responsible for

analyzing the real world, the movement of the user, the actions it performs, etc. to allow

interaction with the system. This layer provides the user with the necessary interaction

mechanisms to influence the game world.

Fig. 1 A snapshot of the RoboTIC game running the level used during the evaluation. A video playing this

full level can be found at https://youtu.be/T1I2mrX7BUw
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– Cognitive layer: this layer processes the behavior defined by the user and assigned to

the robot of the virtual world with which it interacts, as well as the influence of other

elements of the physical world on the virtual one and the load of levels. This layer

provides the user with the challenges that must be solved to overcome the levels of play,

as well as the validation of the rules defined.

– Representation layer: this layer is dedicated to the construction of the virtual world

from metaphors of the real world that facilitate the assimilation of programming con-

cepts. This layer provides the user with the visual feedback and awareness mechanisms

necessary to maintain their motivation and interest during the game experience.

Fig. 2 shows a diagram of those layers with the main components that define them, as

well as the elements with which the user interacts in the game.

3.2 Perception layer

The domain of the perception layer supposes the users’ entry point to RoboTIC, so it is

necessary that it offers simple interaction mechanisms that the user knows how to take

advantage of to maintain their interest at all times. For this reason, and given the capabilities

it offers over other alternatives, the Microsoft HoloLens AR device has been selected as the

execution medium for the video-game and the Unity video-game engine for its development.

The device makes it possible to analyze the environment and detect real-world elements

such as the floor, ceiling, walls and tables, among others. In this way, the perception layer

is able to identify any horizontal surface and use it to load the level of the game on it. These

horizontal surfaces are typically the floor or the tables, although the seats of the chairs

are also identified as such. The perception layer will only load the game levels onto the

real-world elements identified as tables or on the floor.

The game levels are adapted to the size of the surface, never exceeding one square meter

in size so that the level can be viewed completely through the field of view of the AR device

at an appropriate distance. These surfaces are divided in half into two distinct parts, being

the first half (i) the part of the game area that contains the sequence of instructions along

with the mini-robot and the second half (ii) the part that shows the level of the game to be

solved and the robot.

Fig. 2 General overview of the layers and elements that comprise the system
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At the same time, this layer also provides the player with different interaction mech-

anisms to influence the game. The main method would be based on gestures recognized

by the AR device and that allow the user to select the instructions that the robot will

execute on the level, besides allowing the interaction with the different elements of the inter-

face. Another method of interaction is provided implicitly by the device and the sensors

it includes for positioning and orientation, allowing the user to move through the physical

world to observe the level of the game from all its angles in order to identify the appropri-

ate sequence of instructions that solves the level. Finally, interaction mechanisms are also

integrated through recognition of physical marks that allow special actions to be performed

on the level, such as freezing a lava path or destroying an obstacle for the robot to advance.

The perception layer shares with the cognitive layer the information related to the surface

where the game level is executed, as well as the information and actions triggered by the

interaction that the player makes with it.

3.3 Cognitive layer

The cognitive layer is where the processing of the information obtained from the perception

layer is performed, in such a way that the robot executes the sequence of instructions defined

by the user.

The instructions that can be executed by the robot are divided into control instructions,

condition instructions and execution instructions. The former and the second correspond to

the definition of the logical structure of execution by means of loops, conditional sentences

and the conditions themselves, while the latter include those instructions that indicate to the

robot the actions to be performed. The simile used is that the execution instructions tell the

robot what to do, while the control and condition instructions define how to do it.

This layer is also in charge of the logic necessary to load the game levels. The game

initially has ten levels, which present a progressive difficulty to the player. During the first

levels the player is introduced with the execution instructions, and then give way to the intro-

duction of the control instructions and conditions. Finally, the player must use the physical

marks to overcome the last levels.

The levels are stored as files in JSON format that contain all the necessary information

to be loaded during execution and replicate the full level. This information includes: (i) the

size of the level indicated in maximum number of blocks along each axis of coordinates,

(ii) the location where the robot will appear, (iii) the location where the target or goal to be

reached by the player will be found, (iv) the number of instructions of each type that can be

used in the level, (v) the items available on the level and (vi) the location and type of each

of the blocks that compose the level represented by numerical identifiers. An example of a

level and its internal representation in the specified data file is shown in Fig. 3. Specifically,

the key map of the level data file defines the blocks that form the level through a two-

dimensional list that indicates the type of block that exists in each position, according to the

Equation 1

B(X,Y,Z) = Bi,j | i = X + w × Y, j = Z (1)

where B is the type of block that occupies the position (X, Y,Z) of the level, i is the index

of the list corresponding to the coordinates (X, Y), j is the index of the list that indicates

the height of the level on the Z axis and w is the width of the level along the X axis. Thus,

the block B(1,2,1) = B7,1 would correspond to block type 0, i.e. the stone block on which

the level goal is located in the figure.
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Fig. 3 A simple 3x3 level with two layers (left) along with its defining JSON data (right)

This loading of levels facilitates the addition of new levels, requested at the beginning to

a web service that is in charge of serving the available list of levels. Thus, users can load

their own levels in this web service so that they are available to the rest of the players, in

such a way that a selection with the desired levels can be configured from the game.

3.4 Representation layer

The representation layer is oriented to the rendering of the different virtual elements that

shape the game interface and the levels, both the part where the sequence of instructions is

defined and the part where the level is built.

On the one hand, the game interface is defined by various menus and feedback messages,

which provide the user with information about each state of the game.

During the resolution of the levels, the player is introduced mainly with the graphic

elements that conform the level, the robot and the mini-robot. In the part of the level where

the sequence of instructions is defined, the mini-robot would be located on a fragment of

road. This road will increase in size as new instructions are added to the sequence and finally

the mini-robot will move through it, executing the instructions that it finds in its path for the

robot to move.

To the left of the sequence of instructions is the palette of instructions, each of which

is represented by means of circular buttons. Here, the player can select those actions that

he/she wants to add to the sequence, and once he/she has finished, execute the sequence

to try to make the robot reach the target. The user has total freedom to remove from the

sequence those instructions that he/she does not consider useful or replace them with others,

as long as he/she respects the limitation on the number of instructions of each type available

for the level. In special cases where a control instruction is added from the palette, the

player’s focus will shift to the sequence of instructions to complete the parts required by

that control instruction.

The control instructions regarding conditional sentences are represented by a bifurcation

on the road, assuming the left lane as the sequence to be executed if the condition is met,

while the right lane would contain those instructions that will only be executed if the con-

dition is not met. The condition to be evaluated in this type of control instructions can be

selected by the player from a list of cards with predefined conditions.

In the case of control instructions concerning loops, their visual representation would

be made by means of several sections of road arranged in the form of a roundabout, thus
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reflecting the concept of repetition. These instructions are limited only to the repetition of

a number of times of the body of the loop (right part). The number of repetitions can be

increased by interacting directly on the signal.

4 Experimental results

In order to evaluate the proposal of this work, an experiment has been conducted with chil-

dren where they tested the game in a real scenario of AR with the Microsoft HoloLens

visualization device and in the context of a level that addressed programming concepts

related to instructions, conditional sentences and loops. This section describes the research

questions raised, the performance of the experiment, the usage scenario, the participants,

the results obtained and the possible limitations faced. Discussion of the results and their

relation to the research questions formulated are left to the reader in the Section 5.

4.1 Participants

This experiment involved 12 children (9 boys and 3 girls) from the youth center of Tor-

ralba in Calatrava (Ciudad Real, Spain). The average age of the participants was 12 years

old. They were recruited from a campaign based on the city council’s social networks and

promotional posters on the walls of the youth center. They did not receive any incentive to

participate in the experiment. None of them knew the game or had tried it before. None of

the organizers of the experiment knew the participants beforehand.

Due to the above, the authors consider that the results obtained from the experiment are

not biased by the profile of the participants or the way in which they were recruited.

4.2 Method

To validate the usefulness of the proposal, the following research question arises, which we

can be divided into more specific ones:

– RQ: Does the use of programming learning tools based on AR improve the children’s

motivation and interest in programming?

– RQ1: Does understanding and knowing the game and how it works intrinsi-

cally increase children’s interest in programming?

– RQ2: Does using AR interfaces improve children’s motivation for program-

ming?

– RQ3: What is children’s subjective perception of the ease of use, usefulness

and intention of use of the game?

In order to answer these questions, an experiment has been proposed following the exper-

imental process of Wohlin et al. [48] and formulating the experimental objective using the

template provided in the Goal-Question-Metric (GQM) [5] as shown below:

To analyze the RoboTIC serious game for learning programming with the purpose of

evaluating the user experience and to know the subjective opinion with regard to ease of use,

usefulness, intention, interest and motivation of this game, from the point of view of children

attending the school within the context of an scenario where there is no background in

programming knowledge nor AR.
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Therefore, the experiment aims to demonstrate the usefulness of the tool for acquiring

knowledge to solve problems using computational thinking, the ease of use, and its motiva-

tional component. For this purpose, a learning activity has been designed for children with

the profile mentioned above, and with reduced groups of participants to avoid distractions.

Fig. 4 graphically illustrates the experimental design followed in this learning activity,

describing the elements involved in each phase of the evaluation.

The experiment consisted of 2 phases; a first phase of preparation and another phase of

intervention that included pre-test, development and post-test.

During the preparation phase the participants were divided into 3 groups of four children

each given the reduced age of the participants, in order to isolate them in a room during the

experiment to reduce possible distractions and thus achieve a working group more focused

in the experiment. In addition, a tutorial was given on the use of the game and the AR device,

explaining the possibilities of interaction, the functioning of the game and the objective they

had to reach to solve the level. Fig. 5 shows a photo taken during this phase with the 4

members of the first group.

In the intervention phase, each working group performed three tasks of the experiment:

i) pre-test, ii) development and iii) post-test. The total duration of the experiment for each

working group was between 20 and 30 minutes, considering that each participant had to

perform the development task individually. For both the pre-test and the post-test, the partic-

ipants completed surveys in which several questions were asked in order to evaluate certain

variables. In both tests, questions that were not open-ended had to be answered in a 5-point

Likert scale. The answer options were replaced by emojis to make them easier to be under-

stood by the participants [24] (1: strongly disagree being the angriest emoji to 5: strongly

agree being the happiest emoji):

– pre-test: the participant’s demographic information was requested, i.e. sex, age, current

education level and desired future education level. In addition, some general questions

were asked in the context of programming, in order to know their personal experience

and opinion about video games, computers, and more specifically, about programming.

In the Table 1 are included the questions of the questionnaire for this pre-test.

– post-test: some general programming questions were repeated again (G5A, G8A-

G11A) in order to determine whether they had changed their minds in any of their

answers after the development phase. This test mainly included questions aimed at

evaluating the participants’ subjective perception of the game, inspired by the Technol-

ogy Acceptance Model (TAM) [12] and analyzing the variables Perceived usefulness

(PU), Perceived ease-of-use (PEOU) and Intention of use (ITU) of the model, as well

as others aimed at learning about the participants’ intrinsic motivation. Finally, some

open-ended questions were included where participants could indicate what they liked

most about the experience and what they liked least. In the Table 2 are included the

questions of the questionnaire for this post-test.

During the development phase, participants had to solve a RoboTIC level where various

elements of the game were used, such as AR stickers, instructions, use of loops and con-

ditions (listed in Fig. 4). Thus, the level introduced a programming problem that had to be

solved by a combination of the above elements (see video referenced in Section 3). The

instructions allowed to define the sequence of commands to be executed at the level, while

the loops and conditions allowed to define the execution flow.
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Intervention

Participants (n=12)

- 3 girls & 9 boys

- 12 years old on average

- Demographic data (sex, age, gender,
academic level, target academic level)

- Prior knowledge about programming,
its importance and uses

- Subjective opinion about programming
(before task fulfilment)

Pre-Test

- Intrinsic motivation

- Quality Perception-based survey
(TAM: PEU, PU, ITU)

- Subjective opinion about programming
(after task fulfilment)

- Open questions

Post-Test

Development

- Each participant played the same
level in RoboTIC through the AR device
without time limit

- The level included a fan AR card,
a loop, a condition and some instructions:
1x Turn left instruction
1x Turn right instruction
5x Move instructions
1x Jump instruction
1x Action instruction

Group 1
(4 children)

Group 3
(4 children)

Group 4
(4 children)

Group 2
(4 children)

Preparation
- Divide participants into
3 groups of 4 children

- Tutorial: instructions to do
experimental tasks (15 minutes)

Fig. 4 Experimental design

Each participant had to put on the AR device and start solving the level individually.

The Microsoft HoloLens device allows streaming video via the web in order to see what

the person wearing the device is seeing at that moment. This was used to see what the

participants were doing to solve the level and how they interacted with the game.
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Fig. 5 Photo taken during the preparation phase of the experiment

4.3 Results

First, the data obtained in the pre-test were analyzed considering the answers whose value

on the Likert scale was greater or equal to 3, obtaining percentages of participants from the

grouping of similar questions. This analysis concluded that 92% of the participants wanted

to pursue higher education, only 12.5% had heard about programming, knew what it is

or what it is used for (G1-G4 items) and none of them had previously programmed (G6

item), didn’t want to dedicate to programming in the future (G8-G9 items), didn’t know

its importance (G7 item) or didn’t think it was fun (G5 item), although 33.33% wanted to

dedicate to creating video games or to computing in the future (G10-G11 items).

After analyzing again the same questions in the post-test part after the development phase

and having been able to test a level of RoboTIC, it was found that now 66.67% of the

Table 1 Items in the survey for the pre-test

Item Item statement

G1 I’ve ever heard of programming.

G2 I know what is programming.

G3 I know what programming is used for.

G4 My teachers have told me about programming.

G5 I find programming fun.

G6 I have experience programming

with some technology: Scratch,

Game Maker, Unity, RPG Maker,

Python, etc.

G7 I know how important it will be to know how to program in the future.

G8 I intend to learn to program in the future.

G9 I intend to work as a programmer in the future.

G10 I intend to make video games in the future.

G11 I intend to work on something related to computer science in the future.
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Table 2 Items in the survey for the post-test

Item Item statement

G5A I find programming fun.

G8A I intend to learn to program in the future.

G9A I intend to work as a programmer in the future.

G10A I intend to make video games in the future.

G11A I intend to work on something

related to computer science in the

future.

AR1 I have understood what is Augmented Reality.

AR2 I already knew the Microsoft HoloLens or other Augmented Reality device.

AR3 I think it’s useful and fun to use Augmented Reality to learn how to program.

AR4 I prefer to use tools that use ges-

tures and Augmented Reality rather

than keyboard and mouse to learn

how to program.

PEOU1 I found it easy to understand how the game works.

PEOU2 I found it easy to understand how to use the Augmented Reality device.

PEOU3 I found it easy to understand how to make the robot to move.

PEOU4 I found it easy to understand how the condition cards work.

PEOU5 I found it easy to understand how the action buttons work..

PEOU6 I have found it easy to under-

stand how roads work to indicate

the order in which buttons will be

pressed.

PEOU7 I found it easy to understand how the Augmented Reality stickers work.

PEOU8 In general, using this game is simple and easy.

PU1 Using this game could help me

understand other advanced pro-

gramming languages.

PU2 I think roads are useful to indicate

the order in which the buttons will

be pressed.

PU3 I think it’s fun to learn programming this way.

PU4 I think augmented aeality is useful for playing the game more easily.

PU5 I feel motivated to use this game.

PU6 Overall, I think this game could be useful for learning how to program.

ITU1 If I have to learn to program in the future, I would like to use this game.

ITU2 It would be easy for me to solve the levels of the game.

ITU3 I would like to use this game on my smartphone.

ITU4 I’d rather use this game with Augmented Reality than without it.

ITU5 I would recommend this game to my friends.

participants thought programming was fun (item G5) and 62.5% plan to learn to program in

the future, dedicate to computing or work creating video games (item G8-G11).

The conclusions drawn from the above variables are justified by applying the McNemar’s

test for two related samples [14], with the aim of demonstrating the difference between these
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variables before (G5, G8-G11) and after (G5A, G8A-G11A) the development part during

the intervention phase. These variables have been transformed into dichotomous variables

where the values of the Likert scale between 1 and 2 would represent a disagree response

from the participants, and the values between 3 and 5 an agree response. Thus, the test

would give the results shown in the Table 3.

As can be observed, there are significant differences for the variables G5, G8, G9

and G11 (p < 0.05), thus confirming the impact that the development part has had on

the participants. In the case of variable G10 there would be no significant differences

(p = 0.508;p > 0.05), from which it can be assumed that the participants will not

necessarily want to commit themselves to the creation of video games in the future.

Regarding the intrinsic motivation of the participants when using Augmented Reality

tools, in the Table 4 the values for averages, standard deviations and medians of the related

post-test items (ARx) are shown. The results obtained for items AR3 and AR4 show a mean

score on the Likert scale above 4 indicating that participants were more predisposed to use

augmented reality technologies to learn programming, even though they had never used an

AR device before (item AR2). The AR1 item is directly related to the explanation given

to the participants of what AR is previously in the preparation phase, demonstrating with a

score on the Likert scale higher than 4 that they had understood the explanation.

In relation to the participants’ subjective perception of ease of use (PEOU), utility (PU)

and intention of use (ITU), the results obtained for the means, standard deviations and medi-

ans of the items of the post-test involved are shown in the Table 5, as well as the overall mean

of each variable category. The results obtained show scores higher than 4 on the Likert scale

for all cases except for the item PEOU4, whose standard deviation (0.79) is also far from that

of the rest of the items. This may indicate that RoboTIC condition cards are one of the most

difficult elements of the game to understand. On the contrary, the item PEOU3 presents a

score of 5 with a standard deviation of 0.0, indicating a consensus among the participants

on the understanding of the functioning of the movement of the main character from the

instruction buttons. In particular, we would like to highlight the item PEOU6 related to the

metaphor of roads and traffic signs, which allows us to validate the simplification of the

notation ANGELA as suitable for the context of serious games.

The validity of such results can be ensured by a Wald-Wolfowitz runs test [49] that

confirms that the responses obtained from the participants are randomly enough, i.e. the

sample values are mutually independent. The results after running such test is shown in the

last columns of the same table, where we can conclude that the majority of the values of

the variables are randomly distributed (p < 0.05), with the exception of the PU5 and ITU3

variables and the PEOU1, PEOU3 and PEOU4 variables, not being possible to perform the

Table 3 McNemar test results for variables G5, G8, G9, G10 and G11 before and after the development

phase

Items related Sig. Interpretation

G5 & G5A 0.008 Significant differences

G8 & G8A 0.016 Significant differences

G9 & G9A 0.008 Significant differences

G10 & G10A 0.508 Non-significant differences

G11 & G11A 0.008 Significant differences
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Table 4 Mean and median values for the intrinsic motivation regarding the AR items. Standard deviations

are shown in parentheses

Item Mean Median

AR1 4.33 (0.49) 4

AR2 1.08 (0.29) 1

AR3 4.58 (0.67) 5

AR4 4.42 (0.51) 4

runs test for these last three variables due to the reduced diversity of values obtained from

the participants.

Finally, the open-ended questions were answered in a variety of ways, focusing mainly

on the fact that the participants liked the graphic aspect of the game, namely the instruction

buttons, the roads and the movement of the mini-robot through them.

4.4 Findings and suggestions

After conducting the learning activity, we can extract some valuable experience that could

be transferred to a real class environment. Using RoboTIC in such environment would imply

the design of a series of game levels of incremental complexity aimed to explain some of

the programming concepts in the way they are usually structured:

Table 5 Mean and median values for the TAM framework variables; perceived ease-of-use (PEOU), per-

ceived usefulness (PU) and intention of use (ITU), along with the runs test result and its interpretation.

Standard deviations are shown in parentheses

Item Mean Median Mean (global) Sig. Interpretation

PEOU1 4.17 (0.58) 4.0

4.35 (0.40)

- Unable to compute

PEOU2 4.50 (0.52) 4.5 0.762 Randomly distributed values

PEOU3 5.00 (0.00) 5.0 - Unable to compute

PEOU4 3.58 (0.79) 3.0 - Unable to compute

PEOU5 4.50 (0.52) 4.5 0.364 Randomly distributed values

PEOU6 4.33 (0.49) 4.0 0.908 Randomly distributed values

PEOU7 4.50 (0.52) 4.5 0.130 Randomly distributed values

PEOU8 4.25 (0.45) 4.0 1.000 Randomly distributed values

PU1 4.50 (0.52) 4.5

4.49 (0.19)

0.762 Randomly distributed values

PU2 4.25 (0.45) 4.0 1.000 Randomly distributed values

PU3 4.67 (0.49) 5.0 0.051 Randomly distributed values

PU4 4.33 (0.49) 4.0 1.000 Randomly distributed values

PU5 4.75 (0.45) 5.0 0.012 Non-randomly distributed values

PU6 4.42 (0.51) 4.0 0.145 Randomly distributed values

ITU1 4.58 (0.51) 5.0

4.67 (0.13)

0.405 Randomly distributed values

ITU2 4.67 (0.49) 5.0 0.206 Randomly distributed values

ITU3 4.75 (0.45) 5.0 0.012 Non-randomly distributed values

ITU4 4.50 (0.52) 4.5 0.130 Randomly distributed values

ITU5 4.83 (0.39) 5.0 0.843 Randomly distributed values
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1. Sentences: players would define the set of instruction buttons that would serve to com-

plete a simple game level, for example, by moving the robot just two tiles forward.

These instructions are executed sequentially, resembling how programs are executed

line by line. This is the same as programmers would write their programs using code.

2. Combination of sentences: in more complex levels, the players would need to use a

combination of all the available instruction buttons to complete the level. This would

imply that the players plan and evaluate the level beforehand to achieve the best

combination of instructions to solve the game level.

3. Conditional sentences: next concept to understand would be conditional sentences.

These ones would allow students to complete the game levels depending on random

events happening in the game and that require specific flow control.

4. Conditional sentences (nested): as before, more complex in-game events would require

more complex conditional sentences. In these levels, the user is introduced in how to

nest conditional sentences to solve more advanced problems (game levels).

5. Conditional sentences (AR cards): another way to explain flow control through condi-

tional sentences is by using AR cards that can be used to trigger some behavior in the

game levels. Therefore, this mechanism can be used to motivate the students learning

this concept.

6. Loops: after introducing conditions, students can use the concept of loops to accomplish

repetitive tasks. This concept is the same one used in programs made by programmers.

7. Loops (nested): as before, more complex tasks would require nesting a loop within

another one.

8. Functions: finally, the last game levels would involve using the function concept to

execute instruction sequences made for other levels but which can be reused for the

new level. In this way, students can easily understand the reuse and modularization of

programs.

Then, the teacher would present the concept in class and then would provide the game to

the students so that they can play the related game level to better understand the explained

concept. If the students complete the level of play, it would mean that they have understood

the related concept successfully.

4.5 Study limitations

Despite the results obtained, there are some limitations and risks for the external validity

of the study. In terms of the nature of the participants, given the small size of the sam-

ple treated, it has not been possible to conduct an exhaustive hypothesis validation, leading

to a descriptive statistical analysis. Regarding the experimental task performed, although

the game level that the participants have tested is complete enough to include all the ele-

ments of the game and to deal with all the available programming concepts, experimental

tasks that respect the expected learning flow are considered, so that the participants learn

programming concepts incrementally.

5 Conclusions and future work

In this work we have presented RoboTIC, a serious game oriented to learning programming

and improve the computational thinking for children who have no coding skills. The dif-

ferent components that are integrated into the RoboTIC architecture have been introduced
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within the context of the learning possibilities it provides thanks to the use of AR and the

game mechanics designed to motivate students. This layered architecture is scalable enough

to add new levels and multimedia resources that make possible to address new program-

ming concepts and techniques. Such scalability is achieved through the usage of different

data files that allow to create new game levels and load them without having to rebuild the

tool. In case of requiring more advanced resources, the architecture facilitates adding new

game elements, such as new AR cards or game level blocks.

The analysis of the results obtained after the evaluation of RoboTIC concludes answer-

ing the research questions posed at the beginning of this research work. Thus, with regard

to the children’s motivation and interest in programming (RQ1) it is concluded that the stu-

dents have felt more motivated after playing RoboTIC and have been more receptive to

learning programming. Regarding AR, the study reveals that its use as an immersive tech-

nology improves the children’s motivation towards programming, making learning more

attractive (RQ2). Finally, the analysis of the subjective perception towards ease of use, use-

fulness and intention to use RoboTIC shows that the serious game proposed in this work is

easy to understand and use (RQ3). The affirmative answers to the raised research questions

imply, therefore, returning to the initial research question: Does the use of programming

learning tools based on augmented reality improve the children’s motivation and interest in

programming?, which can be answered affirmatively considering, however, the limitations

previously stated in Section 4.5.

The evaluation of RoboTIC and the execution of the experiment have allowed us to

extract some valuable experience that could be reused in real class environment. Thus, we

have proposed a possible learning path on how to use RoboTIC in the classroom by firstly

explaining the programming concept and then leaving the students play the related game

level to check if they have really understood such concept.

As lines of future work, the inclusion of new programming concepts are considered to

be included in RoboTIC, such as the use of functions to introduce structured programming

or recursion as a more clean way to reduce program complexity when coding. Migrating

RoboTIC to another hardware platform with a lower cost than the Microsoft HoloLens will

be also addressed so that the tool becomes more accessible. Thus, it is considered a simpli-

fied version that works on smartphones using some technology such as ARCore (Android)

or ARKit (iOS), or using physical marks that are employed for placing the game levels using

AR; in this case, we would have to assess new NUIs that allow for easy use of the system.

In the same way, we also intend to introduce RoboTIC in education centers that are special-

ized in teaching coding skills and robotics. This will allow us to conduct a more exhaustive

study of the current version of RoboTIC, involving a greater number of students. Finally, the

integration of another gamification techniques is proposed to keep players motivated, such

as, for example, medals and achievements depending on the student’s performance when

solving a level.
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Abstract

The visualization of programs and algorithms has been demonstrated to be essential when

learning to program. Nevertheless, existing graphic representations require a high level

of abstraction that most beginner programmers cannot understand. Current state-of-the-art

approaches provide promising alternatives, but a significant part leaves the advantages of

graphic representation in the background. These advantages include abstracting the source

code by means of symbols that make them easier to understand without previous train-

ing. This work introduces the evolution of a 2-D graphic notation to a 3-D environment,

which represents an improvement to a complete platform for collaborative programming

learning through problem solving, named COLLECE-2.0. This improvement provides the

platform with capabilities to visualize programs through augmented reality by using a new

set of graphic representations, which are based on roads and traffic signs in the context of

programming learning. These visual models have been evaluated by Computer Science stu-

dents to know whether the proposed notation is intuitive and useful. The obtained results

show that the proposed notation is suitable for representing programming concepts and easy

to understand. We also present a series of improvements, integrated as a new subsystem in

the aforementioned platform, which allows the automatic construction of 3-D visualizations

on an augmented reality environment. These visualizations use the proposed notation and

leverage the scalability and architecture of COLLECE-2.0.

Keywords Computer-Supported Collaborative Learning (CSCL) · Program visualization ·

Programming learning · Three-dimensional displays · Augmented reality · Eclipse
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1 Introduction

Programming is a field which is constantly advancing in parallel with current times and

society. Learning how to code must be addressed effectively, given the number of jobs that

are now and will be emerging in the future. This requires programming skills [14].

According to the employment portal GlassDoor [17], the latest 2018 reports reveal that

9 of the top 25 jobs in the U.S. required programming skills. By 2026, an estimated 58%

of jobs in Science, Engineering, Mathematics, and Information Technology (STEM) will

require programming skills [56]. However, only 10% of graduates in these areas do so in

computer science [41]. There is, therefore, a need to increase the number of graduates in

disciplines involving programming skills to meet the current demand.

The learning of programming presents multiple difficulties for students who start pro-

gramming. Among the main ones, the use of variables, the use of control structures, the

correction of syntax errors, the modularization of code through functions, or the operation of

lists or arrays stand out [5]. In this context, most of them are semantic-related. These diffi-

culties are a result of a number of reasons, such as the students’ lack of capacity to deal with

abstractions, the fact that they do not manage to understand the real effect that changes in

code generates, or their inability to express solutions by means of a programming language,

among others. This learning process can be improved by using abstractions that facilitate

the understanding of these programming concepts. Thus, the use of graphic representations

aimed at visualizing the structure and behavior of programs and algorithms arises.

Various proposals have been made to facilitate the learning process and reduce the level

of abstraction necessary to understand programs and algorithms [43], fulfilling the cognitive

objectives of level 2 of the taxonomy proposed by Bloom [4]. On the one hand, tools that

strengthen the student participation through a Computer Supported Collaborative Learning

or CSCL [29] approach can be used, such as COLLECE [7], Cole-Programming [24], and

COALA [23]. On the other hand, techniques for visualizing programs and algorithms which

facilitate the understanding of concepts related to programming can be employed, such as

Greedex [63] and VisBack [31].

Regarding this second approach, the visualization of programs and algorithms helps to

understand programming concepts thanks to the provided level of abstraction. The differ-

ence between the two concepts is noteworthy [44]. The visualization of programs allows to

graphically represent source code, identifying data structures and other elements, while the

visualization of algorithms tries to graphically represent the behavior of programs in a more

abstract way, often requiring human intervention to create such visualizations. These terms

belong to a family of concepts named software visualization, which, in turn, is part of the

subset named information visualization [13].

There is empirical evidence to state that this type of visualization positively affects the

student’s motivation [21, 60]. This provides certain benefits, such as a better understand-

ing of loops and other control structures [32], and ease of understanding how programs,

in specific domains as recursive programming, work [30]. The participation in class

gets also improved [58], as well as the understanding of concepts related to program-

ming [57], even when only graphic animation is shown without the teacher providing

any explanation about it [62]. As a consequence, experiments with students who have

used mechanisms for visualizing programs and algorithms have been conducted, and

their grades were higher than those obtained by students using more traditional learning

approaches [10, 51].

Furthermore, visualizations based on 3-D graphic representations provide multiple bene-

fits over traditional 2-D, since the third dimension allows more information to be displayed
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[45], provides greater realism by using representations which are closer to the real world

[54], and produces a more effective use of the user’s spatial memory in order to improve

the recall and recognition of certain behaviors found in programs through the human sub-

conscious [8, 27]. By means of this three-dimensional space, the use of augmented reality

techniques introduces benefits when visualizing programs and algorithms in a more natural

way. This results in a richer experience for the student, given the potential advantages of

using this approach in educational contexts [1, 15].

In addition, the process of understanding programming concepts can be facilitated by

establishing relationships between the concepts to be explained and others already known

by the students, through the use of visual metaphors [20].

Given the introduced context, this work presents an improvement to COLLECE-2.0 [49,

50], one of the tools that we have developed to facilitate programming learning in a collab-

orative way with multiple students, in real-time, and remotely. This improvement includes

a visualization module that allows us to exploit new paradigms of interaction through 3-

D graphic displays, taking advantage of the use of augmented reality techniques. The first

version of the system, named COLLECE, did not include visualization or real-time collab-

oration mechanisms, but was formally evaluated with Computer Science (CS) students in

a real environment, obtaining satisfactory results that made the use of the tool viable in a

programming learning environment [6, 36]. We aimed at extrapolating these results to the

new version proposed in this manuscript, as it mainly offers a series of improvements on

the shortcomings detected in version 1.0.

The integrated visualization module relies on a 3-D metaphor, which is also proposed

and allows first-year CS students to understand programming concepts in a programming

learning environment. In the case of Spain and other EU countries, programming is not

included in the elementary and high school curricula, so these students are not assumed

to have any prior programming knowledge when they begin their university studies. The

proposed 3-D metaphor is easily extensible to support other education levels, such as those

involving young students interested in programming through more entertaining experiences

like games. Also, the metaphor is intended to work within the visualization module as a tool

to complement the teaching strategies applied to the teaching of programming in its early

stages.

In previous developments, we already proposed other two-dimensional represen-

tations based on trees to express backtracking algorithms [31] and barrels for the

case of the knapsack problem [63]. Now, we propose a metaphor based on roads

and traffic signs, which facilitates the visualization of programs by using commonly

known real-world analogies. This metaphor has been selected after a study with CS

students and teachers, and we have obtained positive results through its evaluation

with two groups of CS students. Finally, the metaphor has been integrated into the

COLLECE-2.0 visualization module considering the improvements proposed after its

evaluation.

The main contributions of this article are as follows:

– An improvement over COLLECE-2.0, a collaborative platform for problem-based

learning of programming, is introduced, which is related to the visualization of

programs using a notation based on the metaphor of roads and traffic signs.

– The proposed metaphor is intended to complement the learning process by facilitating

the learning of programming. Such metaphor has been evaluated with groups of CS

students, along with the new improvements made after the analysis of the obtained

results.
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– The new notation makes use of a 3-D environment through an augmented reality-

based visualization, implemented in COLLECE-2.0 as a new feature that leverages its

architecture to automatically generate the graphical visualization from source code.

– Natural interaction mechanisms are introduced to manipulate the visualization, together

with the support for the visualization of the software metrics related to the graphi-

cally represented programs. Plus, the solution is scalable enough to i) add new graphic

representations, ii) change them to make future improvements, and iii) replace the

visualization device.

The rest of the paper is organized as follows. Section 2, describes some similar graphic

representations based on different metaphors; also, we introduce the previous work on

which this paper is based. Section 3 focuses on objectives to be defined when proposing

a new notation and on the notation itself. Section 4 describes the evaluation of the pro-

posed notation made with groups of CS students. Section 5 presents the improvements

made to the visualization according to the evaluation, along with a new 3-D visualization

approach based on the previous results and on the existing limitations of 2-D visualizations.

Section 6 describes the implementation details to achieve the visualization system inte-

grated in COLLECE-2.0 according to the notation presented. Section 7 discusses the results

obtained and the limitations of the evaluation, the metaphor and the tool. Finally, Section 8

draws some final conclusions and suggests possible lines of future work.

2 Related work and background

2.1 Visualizations andmetaphors

The taxonomy defined by Myers [38] distinguishes between visual programming, where

programs are created using graphic representation techniques, and program visualization,

where programs are represented by graphic elements to detail some aspects of either the

program or its execution. In both cases, different visual metaphors are contemplated in an

attempt to abstract the user from the representation of certain programming concepts.

In the field of visual programming, we find the Nassi-Shneidermann programming dia-

grams of [40] used to represent programs in a structured way similarly to flowcharts.

Bischoff et al. [2] proposes a set of icons organized in the form of flow diagrams to facilitate

programming of industrial machines. In this line, and in a more graphic way, Vasilopoulos

and Van Schaik [59] propose a visual programming system that uses real-world metaphors

to build programs, such as telephones to call functions, boxes for variables, and arrows next

to people to represent entry and exit commands, among others.

In the case of program visualization, a classification is established according to the

information represented and its nature, which may be static or dynamic depending on

whether or not the visualization provides information at program runtime, respectively.

According to this classification, there are several tools that provide this support through

different metaphors used to represent the visualization of programs and algorithms graphi-

cally. Regarding the dynamic visualization, we find the work of Rowe and Thorburn [46],

which proposes a tool that uses a two-dimensional grid to represent the state of the pro-

gram memory, which changes throughout its execution. In a similar way, Gajraj et al. [16]

present a system that shows visual explanations about the sentences of the program. These

explanations are based on the representation of basic concepts, such as assignments of

data to variables, through relationships between containers. More abstractly, we find the
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set of metaphors presented in [47] to represent the execution of programs visually. These

metaphors represent the possible roles that a variable can take, for instance, provided that

it is a variable that will increase in a loop, a series of footprints will be used in the ground

with the past and future values that the variable will take, however if it is an array, it will

be made by means of a set of tombs with the values of the array sculpted on them. A more

extended review for program visualization and visual programming can be found in several

works like the surveys by [9] and [11].

In the field of 3-D graphics, there are also other works that aim to facilitate programming

learning through visualizations. This is the case of Milne and Rowe [35], who use three-

dimensional animations involving pipes and cubes to represent data assignments between

variables, as well as other concepts such as planes to represent scopes of functions, among

others. In a more abstract way, Jimenez-Diaz et al. [22] use avatars and 3-D animations

in order to represent programming concepts, such as message passing between objects

(avatars). Also, in a more advanced way using Virtual Reality techniques, Mathur et al. [33]

propose a system that facilitates the understanding of concurrent programming concepts

through actors and 3-D boxes.

The effectiveness of this type of visualizations, when learning to program, results in very

different opinions. Among the favorable ones, we highlight the results obtained in [12, 25,

32], where different experiences were conducted with students who improved their under-

standing of the algorithms proposed and other elements of the programming languages. On

the contrary, the results shown in [21, 39] offer a less positive view of how the visualization

is used, rather than focusing on the quality of the visualization, the teacher’s difficulty in

creating them and the efforts needed to keep the students interested during class.

On the other hand, the effectiveness of visualizations can be improved using augmented

reality techniques, as presented in [1], where some benefits that can contribute to the pro-

cess of learning programming are concluded, such as learning gains, motivation, interaction

and collaboration. An example of this is shown in [52], where printed markers are used

to teach concepts of graphic programming with OpenGL using augmented reality, and

in [53], where the system was evaluated with students, obtaining favorable results when

the students were involved in learning tasks, resulting in a more motivating experience

for them.

Thus, in this work we propose a metaphor that is attractive enough to maintain the moti-

vation and interest of the students during the classes, as well as easy to understand and

simple to be generated due to the automatic generation offered by the system.

2.2 COLLECE-2.0

As mentioned above, this paper proposes an extension of COLLECE-2.01 to provide sup-

port for the visualization of programs. COLLECE-2.0 is a platform based on the Eclipse

IDE, which provides a set of features that facilitate programming learning through the par-

ticipation and remote collaboration of the users to solve a proposed problem. These features

allow the users to be aware of the environment that surrounds them within the system, at

any time, and cooperate with one another to achieve a functional solution to the addressed

problem, as well as to learn from what they see their peers do.

With this approach, COLLECE-2.0 incorporates the following features, summarized in

Fig. 1 and superimposed on a screenshot of the tool:

1The software is available for download from http://blog.uclm.es/grupochico/proyecto-iapro/collece-2-0/
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Session chat

Session problem
statement

Users
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Locked regions

Tele-pointers

Shared project

List of locked
regions
in the editor

Fig. 1 A snapshot of COLLECE-2.0 with two members connected to a work session. Superimposed on the

image, the main features provided by the platform are shown

– Modularity. The tool is easily installed as a plugin through the Eclipse repository

system. Thanks to this, the tool provides robust extensibility through other plugins.

– Working sessions. The way to organize the work with the tool is based on sessions

where multiple users connect and work simultaneously. These sessions are directly

associated with a programming problem to be solved and can be created by any user.

– Multi-user edition. COLLECE-2.0 provides a low-latency, real-time collaborative

editing system that allows for fluid editing, so that multiple users can edit the same files

concurrently.

– Use of tele-pointers. Users can know who is editing which section of the file at any

time, using tele-pointers that color the code regions associated with a particular user in

the editor.

– Blocking of regions. COLLECE-2.0 prevents other users from modifying sections of

code within a file, thus preventing conflicts and improving the coordination between

the users. Blocking regions allows this by shading lines of code that are blocked, which

means that they belong to a user.

– Communication. The tool provides an instant messaging mechanism which identifies

the users who are participating in the session by using a color and their names. This

communication can be public (to all the members of the session) or private (to a specific

user).

– Shared projects. COLLECE-2.0 makes intensive use of repository systems to per-

sistently maintain the state of the code-related projects associated with the sessions.

The users benefit directly from this by being able to share any remote repository (for

example, from a provider such as Bitbucket or GitHub) in a work session with other

users.
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COLLECE COLLECE-2.0

Visualization
module

Eclipse plugin leveraging
COLLECE-2.0 scalability

Collaborative turn-based edition,
compilation and execution
Single-file oriented Structured chat
Plain text editor
Independent Java application

Collaborative concurrent participation
Locked regions support
Repository-based projects
Audio, video and text chat
Scalable architecture
Full-featured IDE
Eclipse plugin

Two evaluations with students:
(1) 38 beginners, (2) 51 intermediate
Questionnaires and usability statistics

Fig. 2 Evolution from COLLECE to COLLECE-2.0 along with the major changes, prior to the evaluation

and improvements

This tool is based on a previous version, called COLLECE [7], which allowed collabo-

rative editing of source code in Java. This collaboration was done by requesting different

types of turns to edit, compile and execute the shared file, as well as the possibility to

communicate with other users through a structured chat.

Figure 2 shows an image of COLLECE-2.0 from screenshots that represent the evolution

of the tool. This figure starts from COLLECE towards COLLECE-2.0 and the improvement

presented in this work. Likewise, it indicates the evaluation conducted of the tool to motivate

the transition to the new version.

3 Road-based notation

3.1 Objectives

When a graphic representation to visualize programs and algorithms is proposed, the objec-

tives to be pursued must be considered, which are directly related to facilitate the learning

of programming according to the difficulties and challenges that the students find during the

learning process [5]. Hence, in this work we have established three fundamental objectives

which the graphic representations must fulfill: i) easy for the student to understand, ii) easy

for the teacher to use during lectures and iii) motivating for the students. It should be noted

that the proposed metaphor is conceived as a tool to complement the teaching strategies

applied to the teaching of programming in its early stages.

Apart from the main objectives, it is mandatory to clarify that the objective audience

of the proposed metaphor is formed by those students who have never had contact with

programming, that is, those students who start programming in their first year of Computer

Science. This audience is also made up of students from other university degrees related

to engineering and other technical fields that require some knowledge of programming. In

both cases, these students do not usually have programming knowledge because in Spain
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and other EU countries programming is not included in the elementary and high school

curricula.

Section 3 describes the proposed representation and the conducted quasi-experiment in

order for the students to evaluate this notation, considering the previous objectives as well

as the improvements integrated after the analysis of the results obtained. The ultimate goal

is to provide some initial results that enable extended evaluations in the future.

3.2 Initial proposal

The graphic representations designed in this research reflect a direct association between

the code statements used in the programming language and the representations themselves.

It should be noted that the use of the metaphor is understood within programming learning

environments where complex programs are not proposed, but rather programs that repre-

sent concepts more specific to be constructed with a reduced number of code sentences.

Thus, the visualizations built with the proposed graphic representations are simple enough

for the metaphor not to present scalability problems in this type of environment. Other

environments, oriented to professional use, are out of the scope of this work.

The notation is initially aimed at providing a static representation of the program and

is intended to be language-agnostic, although the selection of sentences has been made

from Java programming language as it is one of the most widely used in education and

industry [61].

When identifying the minimum set of instructions necessary to represent a program

in Java, we obtain five types of instructions that can be graphically represented: i) con-

dition statements, ii) loop sentences, iii) function definition, iv) function returns and v)

evaluation of expressions. There are many other language statements that have been omit-

ted from this set, such as the use of break and continue, which are not included in the

graphic representations in that they are unconditional jumps. This is because learning pro-

gramming at the university is done following the paradigms of structured programming

and modular programming. Also, a similar statement would be the case-based selection

statement, or switch; in the introductory programming courses, the main aim is to teach

programming independently of the programming language, so that the multiple selec-

tion statement is usually presented as a generalization of the conditional statement in

which the break is not required. On the other hand, and in order to abstain the user

from the details of language implementation, no distinction is made between the dif-

ferent types of loops. Thus, the metaphor aims to abstract the student from the syntax

of the programming language by focusing mainly on the meaning of the instructions,

i.e., semantics.

To decide on the graphic representation associated with each of the five sentences, we

conducted a study among teachers and students in which they were asked for suggestions

of representations simple to understand, easy to use, and motivating [48]. The students pre-

sented 13 proposals, while the teachers provided a total of 7. Most of the received proposals

were related to using roads and traffic signs to represent programming concepts, so the final

work was based on such proposals to produce a road-metaphor-based graphic representa-

tion assembled as a flowchart to reach the initial objectives. In this way, the metaphor aims

to visually show the static structure of the program or algorithm to be represented by a

sequence of roads and traffic signs.

Figure 3 shows the set of chosen graphic representations, each of them associated with

the corresponding language statements previously identified:
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<func_name>

<return_type>

<arg_1> <arg_2> <arg_n>

<condit ion>

<condit ion>

<func_name><func_name>

<return_var>

(a) (b) (c)

<expression>

(d) (e)

Fig. 3 Set of initial graphic representations: a function definition, b loop sentence, c condition statement, d

function return, and e expression evaluation

– Function definition. Represented in Fig. 3a by a traffic sign and a portion of the road.

In this representation, the traffic sign provides information about the function name,

its arguments and the type of information that it returns. Every function visualization

should start with this graphic representation.

– Loop sentences. Represented in Fig. 3b by a traffic sign, a roundabout and several

sections of road. As in condition statements, a traffic sign is used to show the condition

that the loop body decides or not to execute. The roundabout represents the key concept

of the metaphor; a vehicle can travel indefinitely around the roundabout until it decides

to leave at one of its exits. In this case, the eastern exit and the southern entrance of

the roundabout would represent the execution of the loop, i.e., loop body, while the

southern exit would mean abandoning it. This metaphor allows to stress the importance

of defining the loop repetition condition correctly so as to avoid infinite loops, which

would be reflected in the fact that the cars would remain in the roundabout indefinitely.

– Condition statements. Represented in Fig. 3c by a fork in two roads next to a traffic

sign. The road on the left represents the case where the condition of the sentence is met,

while the road on the right would represent the opposite case. The traffic sign is used

to show the condition under evaluation to the user. This metaphor reflects the execution

of only one of the existing alternatives perfectly.

– Function return. Represented in Fig. 3d by a traffic sign with a box. The traffic sign

shows the name of the function which is being abandoned, while the box represents the

variable that is being returned.

– Evaluation of expressions. Represented in Fig. 3e by a box. The information shown in

the box is the literal transcription of the expression that is being evaluated, such as an

assignment or function call. This metaphor is intended to illustrate the concept of the

variable as a container of values, which can be given by any correct expression.

Although a left-to-right/top-to-bottom interpretation of the visualization is assumed. All

representations include the arrows drawn that also indicate the direction to be followed by

the user when they interpret the visualization. A reduced contrast between the arrows and the

roads is proposed in order to avoid highlighting the former, so that the user is not distracted

by any secondary elements.

With regard to the design of the graphic representations, we have made reference to

the road signs proposed in “Vienna Convention on Road Signs and Signals” in 1968 [55],
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adopted internationally by most countries. This allows the users to have a basic idea of what

the graphic representations may mean, as they are already familiar with the notation.

4 Assessment of the notation proposed

4.1 Objective

The main objective of the evaluation of the notation is to obtain some initial results that

allow us to know whether the proposed notation is suitable to represent the semantic mean-

ing of the programs and whether it is really understandable. In other words, the main goal

is to evaluate the dimensions of suitability and understanding.

The results obtained will motivate the subsequent lines of work that will be addressed to

improve or adapt the notation.

4.2 Method and participants

To evaluate the understanding and suitability of the notation proposed, a blind quasi-

experiment was conducted with two groups of students from the Bachelor’s Degree in

Computer Science: one was a beginner, consisting of students who were beginning to

learn programming and were introduced with some programming concepts like expressions,

loops, condition statements and functions (n = 63), and the other was more experienced,

with knowledge of algorithms, data structures, object-oriented programming and recursion

(n = 89). To simplify, the first group will be called from now on the beginner group and the

second one will be referred to as the intermediate group. Both groups had no knowledge

of programming before enrolling in the CS university degree, since programming does not

exist in the elementary and high school curricula in Spain.

Each of the students in the groups had to accomplish two tasks so as to obtain both

objective and subjective results to be evaluated later, with a time limit of 50 minutes to attain

both tasks.

In these two tasks, the students were given a visualization in the proposed notation which

they had to transcribe into pseudocode, into any programming language, or into natural

language. These tasks were adapted to the level of knowledge of the evaluation groups: the

programs provided to the beginner group were to obtain the number of prime numbers from

a list, and the number of perfect numbers from a list; on the other hand, the intermediate

group was provided with the representation of the bubble sort algorithm [28], and then,

the representation based on the classic problem of the knapsack [26]. Thus, although the

tasks posed very specific programming exercises, they should not present any problem for

the participants as they are similar to those given during the classes (according to their

programming skills).

The objective of making a transcript of the visualization was to check whether the partic-

ipants understood the semantic meaning of the graphic representations. Thus, the analysis of

the results of the transcriptions implied evaluating whether the participants had understood

the graphic representations, obviating the fact that the syntax used in the transcriptions was

correct.

During the completion of the first task, the students were provided with no assistance

that would help them identify the meaning of the graphic representations that composed

the visualization. For the second task, a legend with the meaning of each of the graphic

representations was provided, indicating the associated programming concept.
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Listing 1 Code implementation of the Knapsack-problem in Java

As a way of example, Listing 1 shows the Java transcription of the graphic representation

in Fig. 4 as a solution for that task.

Upon the completion of the exercise, the students in both groups scored each of the

graphic representations on a Likert scale of 5 points (1: hard to understand, 5: easy to

understand), depending on how easy to understand and how appropriate it was. By “easy

to understand” we mean whether the graphic representations can be understood without the

need for any kinds of legend or previous training. By “appropriate” we mean whether the

proposed notation really represents the concept from which it is intended to abstract.

Finally, the students were given the opportunity to provide some comments with the

aim of making future improvements to the prepared notation. The whole procedure used to

evaluate the notation proposed is illustrated in Fig. 5.

4.3 Results

The results obtained are shown in Table 1, grouping the graphic representations by

dimension evaluated on the basis of the calculated mean, mode, and standard deviation.

On the basis of these data, average values higher than 3 can be observed in all the graphic

representations, thus indicating a positive assessment of these, although there is a wider dis-

parity of opinions in the beginner group, which may be related to the nature of the evaluation

group itself and its programming skills.

In this table, the values for averages greater than 4 are highlighted in order to show

that the participants of the intermediate group generally rated the graphic representations

better than the members of the beginner group. When we assess the dimension for under-

standing expressions, there is a difference of 0.64 between the two groups. This occurs

similarly with other graphic representations, for instance, in the magnitude for the suitability
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Fig. 4 Road-based graphic

representation of the

implementation of the

Knapsack-problem knapsack

double[]

capacity weights[]

rest = capacity

i = 0

i < weights.length

result[i] = 0.0

i++

result = newdouble
[weights.length]

knapsackknapsack

i < weights. length

weights[i]<rest

result [i]
= 1.0

rest
-= weights [i]

result [i]
= rest / weights [i]

i++

result

i = 0

rest
-= rest / weights [i]
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Fig. 5 The phases of the

experimental evaluation

conducted

Beginner Group

(63 students)

Intermediate Group

(89 students)

1st Transcription

Task (25 minutes)

Prime numbers

visualization

1st Transcription

Task (25 minutes)

Bubble sort

visualization

2nd Transcription

Task (25 minutes)

Perfect numbers

visualization

2nd Transcription

Task (25 minutes)

Knapsack

visualization

Legend

provided

Subjective Perception Questionnaire

(Evaluation of graphic representations)

Comments

(Feedback)

Objective Evaluation

(Visualization transcription analysis)

All students

of functions (0.55) and the return function statements (0.41). Therefore, it can be observed

that the perception of the participants of the beginner group on both dimensions differs sig-

nificantly with respect to the perception that the intermediate group has on the different

graphic representations. This result is probably due to the optimism of the students who

start programming, as opposed to those who already have some experience.

Figures 6 and 7 also show the scores of both groups as a percentage, comparing them

for each graphic representation in the context of the dimensions assessed. By relating the

two evaluation groups in both charts, it can be seen that the loop and function definition

sentences are the ones that obtained the lowest maximum scores, with only an average

of 35% for both dimensions. This is noted in the subsequent comments provided by the

students regarding visualization, where the metaphor of the roundabout to represent loops

was referred to.

Figures 8 and 9 show the results obtained after analyzing the visualization transcrip-

tions provided by the students for the first and second tasks, respectively. In the first figure,

the “Overall identification” columns mean whether the association made by the students

between the graphic representation and the related concept is straightforward. By relating

these columns with the results shown in Table 1, it can be seen how the perception that the

students had about the understanding of the graphic representations is consistent with the

actual solutions that they provided. The other columns in the chart show specific elements

which belong to the graphic representations and how easy they were to understand. Com-

paring both figures, it can be seen that while solving the second task, the results obtained
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Fig. 6 “Suitability” scores for every graphic representation per evaluation group for the 2-D notation

were better than those obtained from the first task. This is due to the fact that the legend

provided to the students detailed how to interpret the graphic representations. Even so, the

differences between the results of both evaluation groups are still visible.

The most common errors detected when correcting the transcriptions involved redefining

variables passed as arguments to the function, reading the standard input to assign values to

variables that were actually already initialized, and misinterpreting the visualization causing

the elements to be transcribed in the wrong order.

5 Improvements

5.1 Changesmade to the initial notation

From the analysis of the results and the comments made by the groups of students, it can be

seen that, in general, the understanding and suitability dimensions of the initial notation are

positively assessed by the students.

Nevertheless, in response to the comments made by the evaluation groups, we made an

effort to improve the understanding and suitability of the representations, resulting in those

illustrated in Fig.10:
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Fig. 8 Evaluation results of the solutions provided by the students when solving the first task. The columns

represent the percentage of students who demonstrated an understanding of the criteria defined for each

graphic representation

– Function definition (Fig. 10a). We decided to omit the data type returned by the func-

tion. In general, and in order to keep the visualization as simple but understandable

as possible, we preferred to ignore the data types, as in non-typed programming lan-

guages. This also occurs in any other graphic representation where the data types of the

variables are referred to.

– Loop sentences (Fig. 10b). The traffic sign has been modified to include arrows and text

tags which indicate the direction of interpretation in case the condition of the loop is

met or not. For roads, arrows have been included in the roundabout to indicate the direc-

tion of interpretation. The mandatory northbound direction sign has also been removed

when the loop is iterated again and replaced by a continuous line prohibiting passage

over the road.

– Condition statements (Fig. 10c). As with the loop sentences, text labels have been

included in the traffic sign to indicate the meaning of the interpretation.

– Function return (Fig. 10d). In order to avoid confusion, the function return value is

composed of another traffic sign, which is on top of the end-of-function sign and placed

under another sign with the word “return”.
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Fig. 9 Evaluation results of the solutions provided by the students when solving the second task. The

columns represent the percentage of students who demonstrated an understanding of the criteria defined for

each graphic representation. Note that the “Overall identification” column, which exists in Fig. 8, has been

removed since a legend detailing the graphic representations was provided during the experiment; thus, the

identification of the graphic representation cannot be evaluated in this case
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<arg_2><arg_1> <arg_n>

<func_name>

<condit ion>

Yes

No

<condit ion>

Yes No
re turn

<func_name>func_name>

<return_var>

<expression>

(a) (b) (c) (d) (e)

Fig. 10 Set of improved graphic representations after the group evaluations

– Evaluation of expressions (Fig. 10e). In this case, the graphic representation in the form

of a box is retained.

We believe that these changes bring greater understanding to the graphic representations

by explicitly including certain user aids, along with greater simplicity to the interpretation

of the visualization as a whole.

5.2 Evolution to a 3-D environment

The graphic representation that we have proposed, although favorably valued, is conditioned

by its two-dimensional nature. This means that the amount of information to be displayed

and its layout, as well as the capabilities of interaction with the visualization, are limited to

a two-dimensional display. In this context, we also believe that should we add a third dimen-

sion, it might bring more realism to the metaphor proposed so that it motivates the students

during the learning process [18]. The 3-D visualization is also suitable to be adapted to an

immersive environment of augmented reality, providing a more natural interaction between

the user and the visualization, in addition to providing other general benefits like learning

gains and improved attention and enjoyment, among others [1].

Therefore, a 3-D graphic representation is presented, based on the modified designs of

the two-dimensional representations previously discussed. From there, the creative design

decisions regarding the color, size, and shape of each one have been maintained, as well as

those related to the notation based on the road metaphor itself.

(a) (b) (c) (d) (e)

Fig. 11 New 3-D graphic representations for the a function definition, b loop sentence, c condition statement,

d function return and e expression evaluation
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Figure 11 shows the new set of graphic representations transferred to a three-dimensional

environment in an orthographic projection. Each of them is described individually as

follows:

– Function definition (Fig. 11a). The 3-D conversion has been done directly, keeping the

traffic sign where the name of the function and up to four arguments are shown. The

arrow of the traffic sign includes the reading direction of the visualization.

– Loop sentences (Fig. 11b). The main part of the graphic representation is the round-

about itself, isolated as a single piece so as to facilitate the automatic construction of the

visualization. The south exit of the roundabout is twice as wide as the east one in order

that it can allow flow in both directions, simulating repeated execution of the code frag-

ment. The traffic sign shows the condition to enter the loop and the direction indicators

for each exit.

– Condition statements (Fig. 11c). As before, the main part, which would be where the

condition is evaluated, has been isolated in order to simplify the automatic construction

by pieces. In this case, the traffic sign shows the condition and some arrows which

indicate the direction to take depending on whether the condition is met or not.

– Function return (Fig. 11d). In this case, the traffic sign is supplemented by a fragment

of road that facilitates the connection with other elements. The information shown by

the traffic sign is maintained in the same way as in the 2-D representation, that is, the

variable that is returned and the name of the function to which the sentence belongs.

– Evaluation of expressions (Fig. 11e). As in the previous case, a fragment of road on

which the box rests has been added. Furthermore, the box can be opened from above

to allow advanced interaction mechanisms, which will be discussed later. The related

expression is shown on the side of the box, as in the 2-D representation.

From this set of 3-D graphic representations, complete static visualizations can be

constructed, which serve to understand the structure of a program or algorithm.

Figure 12 shows the complete graphic representation of the bubble sort algorithm. The

visualization would provide information about the algorithm structure, based on two nested

loops and a condition statement that only has logic associated with one of its branches.

In this visualization the auxiliary connectors necessary to build the visualization are also

observed so that all of its elements are linked correctly.

Thus, the interpretation of the visualization would go through a reading from top to bot-

tom, starting with the definition of the function and the entry to the external loop. This

loop uses a counter variable, called i, which is created in the visualization by means of a

Fig. 12 Bubble sort algorithm visualized as a 3D road-based graphic representation
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graphic representation of the type of expression evaluation, before entering the loop con-

dition. Assuming that the condition is met, the reading would enter the inner loop. As

before, a new counter variable is used, called j, previously defined by means of an expres-

sion evaluation representation. Assuming again that the loop condition is met, the display

interpretation would now pass to the condition statement, where all the related expressions

would be interpreted, were the condition to be met (left bifurcation). Finally, the counter

variable j of the inner loop would be increased. After this first iteration, the reading would

return to the roundabout, where the loop condition would be evaluated again. Provided this

were true, the interpretation would be directed again along the east lane of the roundabout,

whereas otherwise, it would be directed along the south lane. In the latter case, the counter

variable i of the outer loop would be increased and the condition of the outer loop would

be re-evaluated. If the condition is not met, the loop would be abandoned by the south exit

of the roundabout and the reading would pass to the graphic representation of the function

return, where the visualization would end.

6 Improving COLLECE-2.0 to support the visualization of programs

As discussed in Section 1, COLLECE-2.0 is designed as a collaborative programming

learning environment through problem solving. Among the main features, the environment

provides real-time remote editing capabilities of projects, awareness mechanisms such as

tele-pointers, blocking of regions in the source code, communication between users, and

session management based on problems to be solved, among others [49].

This environment is designed as a scalable system based on the Plugin Development

Environment (PDE) technology of Eclipse, which allows its extension with new function-

alities that improve the programming learning process. Thus, the aim is to extend the

functionality offered by integrating the 3-D graphic representations proposed in this work

to visualize complete programs using augmented reality.

The implementation of this environment has been done as an Eclipse plugin that provides

communication and synchronization features through a centralized network architecture,

in which a server manages the sessions to which clients are connected. This network

architecture is based on the use of Eclipse Communication Framework (ECF) channels,

a communication middleware that abstracts the developer from the implementation of

low-level network mechanisms. Hence, these communication channels are used to i) imple-

ment an API that clients can consume so to execute certain operations on the server,

ii) synchronize changes made to the files of source code by multiple users in real time,

iii) prevent consistency errors between the server and clients, iv) enable communication

between clients via text chat and v) notify the clients who are connected to a session of

certain events.

Figure 13 shows the main modules of the platform in which it can be observed the func-

tionality provided and the architecture implemented on which it is based [50]. Of these

modules, we can highlight those which conform the user interface, built from the SWT

toolkit offered by Eclipse for the construction of interfaces; the awareness mechanisms that

support the main functionality of the system; the synchronization of projects, performed at

a high level through the use of Git repositories and at a low level during the concurrent edi-

tion and in real time through the implementation of the Jupiter algorithm [42]; the network

communication based on the ECF framework as mentioned above; and those that provide
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Fig. 13 Modules of the COLLECE-2.0 platform defining the architecture and the features provided

low level support to the system, such as persistence management through databases, context

or application state management, etc.

In order to provide mechanisms that enable the expansion of functionality of the plat-

form, COLLECE-2.0 implements an event system that is triggered when certain actions

occur. In consequence, other plugins, which subscribe to these events and execute certain

actions accordingly, can be implemented in a decoupled way. Some of these events are

triggered when a user signs up for a session, joins it or opens a source code file in the IDE,

among others. Thanks to this, the implementation of the program visualization system has

been done by creating a new plugin for Eclipse that depends on COLLECE-2.0.

Plus, the visualization can be displayed through an augmented reality device. Among the

current devices, Microsoft HoloLens excels thanks to the immersion and interaction capa-

bilities that it offers, which is the reason why this device has been selected as a visualization
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Fig. 14 General overview of the execution flow to generate a visualization from a function selection

medium. Nonetheless, the developed implementation is independent of the device chosen,

thus it can be easily replaced by another.

6.1 Visualization Plugin

In order to support visualization of programs, the Eclipse plugin infrastructure has been

used to build a plugin that leverages the features provided by COLLECE-2.0. This new

plugin contributes to COLLECE-2.0 with functionalities to analyze the source code of a

program, manage the network connection with the augmented reality device and broadcast

the visualization to the rest of the clients connected to the session in real time, provided

that they do not have the visualization device physically. Figure 14 shows a diagram which

represents the workflow used to build the visualization of a program from its source code.

Similarly, Fig. 15 shows the transformation of the information that happens since the source

code is obtained until the visualization is built.

From the source code of the program, a simplified hierarchy is generated in JSON format

that can be easily processed by the augmented reality device. This hierarchy contains all

the information necessary to construct the visualization. To do this, the plugin analyzes the

Abstract Syntax Tree (AST) generated by Eclipse from the source code and identifies each

of the language elements related to the proposed 3-D graphic representations (see Fig. 11).

The hierarchy generated in JSON format keeps each of these associations in a tree-like

form, along with the connectors needed to construct the visualization in a linked way. An

example of the sub-hierarchies generated for each of the proposed graphic representations

is shown in Fig. 16. The final visualization would comprise the complete hierarchy from

these sub-hierarchies.

public double getCircleArea(double radius) {

double area = Math.PI * radius * radius;

return area;

}

MethodDeclaration [66+114]

> method binding: getCircleArea(double)

JAVADOC: null

MODIFIERS (1)

CONSTRUCTOR: 'false'

TYPE_PARAMETERS (0)

RETURN_TYPE2

NAME

SimpleName [80+7]

> (Expression) type binding: double > method

binding: getCircleArea(double) Boxing: false;

Unboxing: false ConstantExpressionValue: null

IDENTIFIER: 'getCircleArea'

RECEIVER_TYPE: null

RECEIVER_QUALIFIER: null

PARAMETERS (1)

SingleVariableDeclaration [88+13] >

variable binding: radius MODIFIERS (0)

TYPE

VARARGS_ANNOTATIONS (0)

VARARGS: 'false'

NAME

...

{

"entities": [

{

"type": "node",

"node": "FunctionIn",

"name": "getCircleArea",

"args": [

"radius"

],

"children": [

{

"type": "node",

"node": "Expression",

"content": "area = Math.PI * radius * radius"

}

]

},

{

"type": "node",

"node": "FunctionOut",

"name": "getCircleArea",

"return": "area"

}

]

}

Java source code1

Abstract Syntax Tree (AST)2 Relevant JSON data3

Graphic representation4

Fig. 15 Data conversions occurring until the final graphic representation is obtained
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{
"node": "FunctionIn",
"name": "bubbleSort",
"args": [ "nums" ],
"children": [ ... ]

}

{
"node": "Expression",
"content": "i = 0"

}

{
"node": "LoopIn",
"condition":

"i < nums.length()",
"children": [ ... ]

}

{
"node": "IfIn",
"condition":

"nums[j] > nums[j+1]",
"children_true": [ ... ],
"children_false": [ ... ]

}

{
"node": "FunctionOut",
"name": "bubbleSort",
"return": "nums"

}

(b)(a) (c) (e)(d)

Fig. 16 JSON sub-hierarchies along with their related 3-D graphic representations for the a function defini-

tion, b loop sentence, c condition statement, d function return and e expression evaluation. The green labels

define the related identifier of the graphic representation to be rendered when displaying the full visualization

Once the complete hierarchy is generated in JSON format, it is sent to the augmented

reality device for visualization. To do this, a client/server architecture is followed through

TCP network sockets and an API that is consumed through requests in JSON format which

identify the type of request and the request itself. Hence, a field is added to the hierar-

chy to indicate the device that this request is identified as a “visualization request” (i.e., {

"type": "visualization" }) and then, it is sent as a JSON message through this

socket. This message is received by the augmented reality device for interpretation; first the

type of message is identified, in this case visualization, and then the hierarchy is processed

to render each one of the identified graphic representations of the visualization.

To facilitate the prior connection between the device and the server, the plugin displays

a panel that generates a QR code with the necessary encrypted network information (i.e., IP

address and listening port). This QR code is then scanned using the camera of the device to

automatically establish the TCP socket connection.

In addition, the plugin also offers the ability to share the visualization with other users

connected to the session, in case they do not have an augmented reality device. So as to do

this, ECF channels are used to send the frames received from the device already compressed

in JPEG format to the COLLECE-2.0 server, which relays them to the rest of the clients of

the session leveraging those same channels. The frames are then drawn continuously in the

client instances and in a new view provided by the visualization plugin. At any time, the

users of the system can stop receiving this stream on demand.

6.2 Automatic generation of the 3-D visualization

The 3-D visualization is automatically built into the augmented reality device by analyzing

the hierarchy received in JSON format and generated by the visualization plugin.

For this purpose, the process responsible for automatic generation has been implemented

as an application developed in Unity for Universal Windows Platform (UWP), which is

suitable for the Microsoft HoloLens device. This application receives the hierarchy in JSON

format through the network socket and processes it to build the visualization considering

the 3-D graphic representations of the notation.

Each of the 3-D representations designed has the same dimensions as the rest, so as to

facilitate the connection between them. In this way, each piece has concretely a length of

130 units, being the meaning of the chosen measurement unit directly related to the dis-

play device used; the width and height of the graphic representations are not required as the



Multimedia Tools and Applications

13
0 u
nit
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Fig. 17 Sample 3-D graphic representation parts of a loop and an expression with their connection joints and

their length

display is built without taking them into account. Likewise, each piece defines its connec-

tion points in the design stage, in order to construct the 3-D visualization in a scalable way,

should one of the proposed graphic representations be improved or replaced by others in

the future. In Fig. 17, it can be observed both the measurements of an example of graphic

representation and the connection points that it defines; the green joints represent the input

connectors, i.e. those which enable other parts to be coupled before the graphic representa-

tion; on the other hand, the red joints, or output connector, enable other parts to be coupled

after the graphic representation.

Likewise, there are some graphic representations that include other special connectors,

used during animations. For instance, this is the case of the expressions represented by a box.

(a) (b) (c)

Fig. 18 Graphic representation for the a loop statement, b function definition and c expression evaluation.

The yellow joints define the starting and ending position of the informative panels during the animation
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This box can be opened when the user interacts with it, in such a way that an informative

panel appears with the complete and extended information contained in the expression.

The appearance of the panel is animated, and is indicated by special beginning and end

connectors, which define the transformation, both scaling and translation, that the panel

performs during the animation. Figure 18 shows some of the representations that contain

informative panels next to these connectors.

It is interesting to highlight Fig. 18b and c, since due to the small amount of space

available, we decided to show information on the data types in pseudocode notation

on the informative panels. Although originally the improvement of the notation does

not consider displaying data types in graphic representations, this way of displaying

such information would not conflict with initial interests by remaining hidden until

the user interacts with the representation, thus resulting in additional secondary infor-

mation that is not visible at first sight and which does not distract the student from

the purpose of the visualization. Furthermore, in the case of function definitions (see

Fig. 18b), it would also show the rest of arguments which could not be included in the

sign itself.

This informative panel shows the content of the expression that should appear on the side

of the box, but that for reasons of space, cannot be fully displayed. This way, the panel is

automatically scaled to be able to contain the text of the entire expression.

6.3 Softwaremetrics visualization

Given the nature of the static visualization, the system can leverage previous static anal-

ysis to provide information about software metrics that help students in their learning

process. One of those metrics is the one called “cyclomatic complexity”, proposed by

McCabe [34] and used to measure the complexity of a program quantitatively. To do this,

the cyclomatic complexity (CC) of a program with a single entry point and a single exit

point can be calculated in a simplified way, according to [19], as CC = NB + 1, where

NB = number of branches in a program.

In this context, the system automatically calculates this cyclomatic complexity for the

method to be represented, counting the total number of occurrences of the following key-

words: if, for, while, case, return, &&, || and ? (for the conditional ternary operator). Once

this value has been calculated, the result is shown on the display by changing the color to red

for those graphic representations that increase the cyclomatic complexity of the method over

the recommended value: 10. This value has been selected from that proposed by McCabe in

his work, identified as a recommended limit and interpreted as the program being “simple

and easy to understand”.

Figure 19 shows an example of a graphic representation colored in red because cyclo-

matic complexity has increased over the recommended value, assuming that the display

belongs to a larger method. In this way, students can reconsider their solution and modify it

to reduce its complexity.

6.4 Augmented reality support

As previously stated, the visualization is shown through the Microsoft HoloLens augmented

reality device. The device supports recognition of gestures and voice commands, therefore

these features have been used to include natural interaction mechanisms in the platform.

Through gesture recognition, the user can interact with the graphic representations

to expand information about the program through the informative panels. We have also
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Cyclomatic complexity: 11

Fig. 19 Cyclomatic complexity shown as a red shading which highlight the graphic representation related to

the statement that increases the complexity over the recommended limit

included support so to transform the graphic representations, using handles that allow the

user to rotate and scale them, as well as moving them and placing them anywhere else in the

space. For the latter, we have made use of the recognition of physical surfaces offered by

the device, in order to allow the graphic representations to be placed on real-world objects.

On the other hand, it has been added support for voice commands so as to facilitate the

interaction with the visualization. One of these commands would attend to the sentence

“face visualization”, which once recognized, would rotate the visualization over itself so

that it is oriented towards the direction in which the user faces. This is useful when the user

has rotated the visualization and wants to restore its initial orientation to be able to easily

read the content of the graphic representations. Another of the commands recognized by the

system would be the one that reacts to the sentence “remove visualizations”, to erase all the

visualizations loaded by the user.

Other voice commands have also been included to display certain technical aspects of

the visualization. One of these commands is in charge of showing and hiding the shadow

projection planes (“toggle shadows”), invisible to the user, however, for reasons of imple-

mentation, they are shown during the recordings and captures of images. Another of these

commands allows to show the triangle mesh constructed during the reconstruction of sur-

faces made by the device (“toggle surfaces”), in order to detect possible errors when

recognizing the physical environment. The execution of these commands can be seen in

Fig. 20.

Finally, Fig. 21 shows, through the augmented reality device, the example of the simu-

lated visualization in Section 5.2, where the bubble sort algorithm was shown. For reasons

of performance, the quality of the display decreases when we access the RGB camera of the

device, either to capture images or to record video, hence the difference with the original

rendering.

6.5 Use case

The new 3-D notation has been tested by beginner students through its use in a scenario sim-

ilar to the real-world. This scenario was formed by a teacher who generated the visualization
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(a) (d)(b) (c)

Fig. 20 Appearance after the execution of voice commands to toggle the visualization of shadows and sur-

faces; a invisible shadows and surfaces, b invisible shadows and visible surfaces, c visible shadows and

invisible surfaces and d visible shadows and visible surfaces

on the augmented reality device using the COLLECE-2.0 visualization plugin. Once gen-

erated, students connected to the COLLECE-2.0 session to watch a live stream of the

device. Thus, the teacher explained the structure of the program represented on the visu-

alization itself, explaining the existing programming concepts in the program. In this way,

the visualization of several programs was generated to explain programming concepts grad-

ually increasing the complexity of the initial program by means of introducing variables,

conditional sentences and loops.

After explaining the basic concepts of programming, each student performed a source

code transcription of the bubble sort algorithm into Java or pseudocode from a visualiza-

tion displayed through the augmented reality device; the algorithm was unknown to them.

In addition, the students were provided with a user guide which explained the interaction

capabilities of the device with the visualization.

The students performed the transcripts while they were exploring the visualizations. At

the same time, they emphasized how easy it was to approach the visualization or move away

Fig. 21 Bubble sort algorithm automatically generated from the source code, as seen through the augmented

reality device
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to have a complete view. When they were unable to see an element due to its size, they

interacted with it to get an enlarged view (e.g. by opening boxes or displaying informative

panels). The rest of the students waiting to take the test could watch in real time a video

stream of what the user of the augmented reality device was watching using the COLLECE-

2.0 visualization plugin.

At the end of the activity, students shared several comments that were categorized into

strengths, weaknesses and proposals for change. These comments are summarized below,

with the common ones being rephrased and grouped together:

– Strengths:

– “You can quickly understand the flow/trace of program execution”.

– “Good similarity to roundabouts and bifurcations”.

– “Once you become familiar with the language it is very easy to understand. It

can be very practical when teaching programming”.

– “Easy to understand the condition loops and parameter input and output”.

– “The representation of loops with roundabouts and conditions with the

diversions is easy to understand”.

– Weaknesses:

– “The boxes do not fit well with the metaphor of the roads”.

– “I needed the legend. In my case, even though I understood every graphic

representation, I wasn’t sure if the elements were what I thought they were,

since I had not seen them before”.

– “I found it a little strange to see each of the assignments on the sides of the

boxes and having to open them step by step”.

– “Direction of reading; you must realize that the exit of the town is the end of

the algorithm”.

– Proposals for change:

– “I would include data types in the representation of expressions and improve

the degree of expressiveness of the function definition (especially in the type

of function return)”.

– “It would be nice to have some way to open all the boxes at once or to be able

to see the full assignments at once”.

– “Represent the different operations with different elements such as declara-

tion, initialization, function invocation, etc.”.

The provided feedback about weaknesses focuses mainly on changing the graphic repre-

sentations for boxes, as they are hard to understand. Moreover, several students agreed that

the direction of the roads seemed confusing to them, since the traffic signs could be seen

from a direction contrary to the movement of the supposed vehicle. All these problems,

along with the proposals for change, are being addressed in newer versions of the graphic

representations.

For now, these results may be considered as preliminary so as to the reader has a first

impression of the system in action. Also, the overall impressions were positive enough to

motivate a more formal evaluation in the future.
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7 Discussion and limitations

The results obtained from the evaluation of the 2-D notation have motivated certain changes

with the aim of improving the notation that have resulted in simplifying the graphic repre-

sentations, migrating them to a 3-D environment and visualizing them through augmented

reality. However, there are certain limitations related to the notation, the evaluation and the

generated tools that should be discussed:

– The proposed notation is scalable enough to represent any type of program. How-

ever, there are certain limitations that prevent the visualization from being effectively

usable in complex programs. That is why the notation is oriented to be used in

learning environments where the complexity of the programs to be visualized is

reduced.

– In relation to the transcription tasks conducted, the completion of the first task may have

affected the second task in terms of learning, even if it was minimal as the participants

did not have time to learn between the first and second tasks.

– In this first assessment we have only evaluated the understandability and suitability of

the metaphor. In addition to both, other quality attributes such as learnability, modifia-

bility, operability, expressiveness, cognitive effectiveness, etc. can be evaluated. In this

sense, there are also some methods of evaluation of notations and visual languages thus

as the CDN (Cognitive Dimensions of Notations) framework [3] or the PON (Physics

of Notations) [37], which we plan to apply in the future to improve the evaluation of

the proposed notation.

– The use case for the use of notation in an augmented reality environment in the class-

room is limited by the augmented reality device itself. In this case, an ideal scenario

would be one where all students have a visualization device.

– The plugin developed for COLLECE-2.0 is fully usable. However, it is only avail-

able for the Java programming language. Using it with others languages (such as C++

through the CDT plugin2) should work as well, but has not been tested.

8 Conclusions and future work

In this work we have presented a system for visualizing programs through augmented

reality, proposed as an improvement to COLLECE-2.0, a platform oriented to learn pro-

gramming in a collaborative way through problem solving. To this end, a set of graphic

representations had been previously designed to visualize static and dynamic programs,

based on a metaphor of roads and traffic signs. The static graphic representation, which is

the one that has been approached in this work, has been evaluated with beginner and inter-

mediate CS students in order to measure their perception in terms of understanding and

suitability to represent the related programming concepts. The analysis of the results has

shown that the notation proposed was well received by the students, making it suitable to

represent programs and identifying opportunities for improvement. That is the reason why,

after the initial evaluation, new improvements to the graphic representations were proposed,

moving them to a 3-D environment which facilitates their deployment using augmented real-

ity techniques and implementing various functionalities that promote the interaction with

the system. Furthermore, this new environment has been tested with some students, whose

2https://www.eclipse.org/cdt/
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first impressions of the 3-D notation have been positive. Thus, the final result has been inte-

grated into COLLECE-2.0 thanks to its extensibility capabilities based on plugins and to

the network architecture that it offers.

The implementation described in this paper allows the static visualization of the pro-

gram structure. These visualization can be generated by teachers during their classes or by

students to review the structure of programs. The graphic notation is scalable to generate

visualizations of any type of program, although in principle it is oriented to visualize basic

programs used during the learning of the programming and that have a reduced number of

lines of code. The possibilities of interaction with such visualizations are limited, hence we

propose to extend the visualization capabilities to dynamically represent the execution of

these programs and algorithms. This would allow to add debugging features such as examin-

ing the value of the variables, stopping the execution at a particular point in time, advancing

the execution step by step, or exploring concurrency, among others. This extension of func-

tionalities could be accomplished by including, in the metaphor, a vehicle that travels along

the roads simulating the execution of the program.

We also consider other uses of the metaphor that move away from static visualiza-

tion and demonstrate its true potential through, for example, serious game environments

or visualization of specific programming concepts (e.g. concurrent programming or recur-

sive programming). In this way, we intend to develop new implementations using the same

metaphor of roads and traffic signs proposed in this work.

In addition, we will explore other mechanisms that help students learn, such as choosing

other software metrics, allowing to visualize comments in code as additional explanations

in the visualization itself, or represent syntax errors in it.

Plus, although all the 3-D representations are expected to be favorably received by users,

as discussed in the presented use case, it is necessary to conduct a more formal evaluation

of the system and the 3-D notation. Therefore, new experiments are proposed with groups

of students, which will serve to accomplish an in-depth analysis of how the use of the

whole system affects the learning process of programming. Then, we will compare the road

metaphor to other existing approaches.
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2.2 Other articles published in indexed scientific

journals

A novel approach to learning music and piano based on
mixed reality and gamification

• Title: A novel approach to learning music and piano based on mixed
reality and gamification [26]

• Authors: Diego Molero, Santiago Sánchez, David Vallejo, Carlos
González, and Javier Alonso Albusac

• Type: Journal

• Journal: Multimedia Tools and Applications

• Publisher: Springer Nature

• E-ISSN: 1573-7721

• Year: 2020

• DOI: 10.1007/s11042-020-09678-9

• Category: Computer Science, Software Engineering

• Impact Factor (2019): 2.313

• JCR Ranking: Q2

• Related to the current research topic: No, although the work
conducted during the course of the referenced research has allowed to
extend the knowledge on the use of AR immersive devices and the
different communication protocols and codification of the information,
necessary to satisfactorily perform the implementations of the software
solutions developed for the work of this doctoral dissertation.

• Related figure(s): 2.1

• Abstract: Learning music has been demonstrated to provide many
benefits for children. However, music students, especially beginners,
often suffer from lack of motivation and even can be frustrated if their
musical skills do not improve as they practice over and over. In such
situations, they usually end up dropping out of music school. To face
this challenge, in this work a novel approach based on mixed reality
and gamification is proposed to motivate music students. This
approach has been validated thanks to HoloMusic XP, a multimedia
tool that helps students learn music and piano. The devised
architecture that supports HoloMusic XP has been designed and
developed to scale when new music concepts must be addressed.
Thanks to the use of mixed reality, the usually steep learning curve for
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beginner students can be mitigated and complex music concepts can
be simplified due to the use of visual metaphors. The system has been
evaluated in a real environment by teachers and students to measure
its effectiveness and usability. After conducting the experiments, an
increase in the students’ motivation and a general understanding of
the multimedia representation have been achieved.

A Distributed Gamified System Based on Automatic
Assessment of Physical Exercises to Promote Remote
Physical Rehabilitation

• Title: A Distributed Gamified System Based on Automatic Assessment
of Physical Exercises to Promote Remote Physical Rehabilitation [45]

• Authors: Santiago Sánchez, David Vallejo, Dorothy Ndedi Monekosso,
Carlos González, and Paolo Remagnino

• Type: Journal

• Journal: IEEE Access

• Publisher: IEEE

• E-ISSN: 2169-3536

• Year: 2020

• DOI: 10.1109/ACCESS.2020.2995119

• Category: Computer Science, Information Systems

• Impact Factor (2019): 3.745

• JCR Ranking: Q1

• Related to the current research topic: No, although the work done to
publish the results in this research article has allowed to expand the
knowledge related to computer graphics representation, voice and
gesture interaction mechanisms, signal processing and analysis, and
high performance computing in devices with reduced capacities. This
knowledge has been applied during the course of this research to the
software solutions implemented and the visual prototypes made.
Likewise, the experiments performed with stroke survivors in the
referenced research have served to correct and improve the aspects to
be evaluated in the evaluations made with students in the subject of
the doctoral dissertation.

• Related figure(s): 2.2
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• Abstract: Physical rehabilitation aims at improving the functional
ability and quality of life of patients affected by physical impairments
or disabilities. Neurological diseases represent the largest cause of
disability worldwide. For many, there is no cure and physiotherapy
allows symptoms to be managed. Physiotherapy is based on the daily
execution of exercises, traditionally under the supervision of a
therapist. However, performing these exercises requires that both the
patient and the physiotherapist are together so that the
physiotherapist can assist the patient while exercising. For patients
with a neurological condition, rehabilitation is a long term process,
lasting months or even years. Not withstanding the personal costs, the
cost of care/physiotherapy is high and represents 27,711e per year in
Spain. This is compounded by a shortage of qualified therapists, often
cited as one reason why stroke survivors do not received the
recommended amount of therapy. The challenge is even greater in low
to mid-income countries where there is a lack of trained personnel as
well as under-served and remote regions. Technology can be employed
to alleviate these problems by remotely monitoring a rehabilitation
session taking place at home or anywhere in the community. This
paper presents a computer vision-based system for home-use that
automatically assesses how well the patient performs the exercises
and transmits the information back to the clinic. The patient and
physiotherapist do not need to be co-located. Gamification methods
and techniques are used to engage patients when carrying out the
rehabilitation routines. To this end, we propose a distributed gamified
system that automatically evaluates the performance of exercises by
analyzing and comparing motion curves using the DTW (Dynamic Time
Warping) algorithm.
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Figure 2.1: One of the evaluated user playing HoloMusic XP (bottom-left) and the
main workflow diagram of the system (background).

Figure 2.2: Main snapshot of the created solution (left) along with a movement
curve comparison (top-right) and the recognition of two physical exercises over time

(bottom-right).
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2.3 Articles presented in national and

international conferences

Propuesta y Evolución Multidimensional de una Metáfora
Visual para Facilitar el Aprendizaje de la Programación

• Title: Propuesta y Evolución Multidimensional de una Metáfora Visual
para Facilitar el Aprendizaje de la Programación [46]

• Authors: Santiago Sánchez, Maria de los Ángeles García, Cristian
Gómez, Carlos González, David Vallejo, Javier Alonso Albusac, and
Miguel Ángel Redondo

• Type: Conference

• Conference: XX International Conference on Human-Computer
Interaction

• Location: Donostia, Spain

• Year: 2019

• Awards: Jesús Lorés award to the best research article

• Related to the current research topic: Yes.

• Related figure(s): 2.3

• Abstract: Computer programming is a complex task and a challenge
for students who are starting to take an interest in it. Specifically,
students in the first year of the Bachelor of Engineering in Computer
Science show certain difficulties in understanding programming
concepts due to the high level of abstraction required for their
learning. This process of learning programming can be facilitated by
graphical representations that allow the student to establish analogies
between the concepts it seeks to understand and other elements of the
real world. The current literature proposes certain approaches that
provide different alternatives to visualize programs and algorithms,
either statically, showing their structure, or dynamically, showing their
execution. Some of these approaches limit the potential of
visualization by focusing on showing the source code of programs over
a virtual world; others try to explain specific concepts of programming
in isolation, causing the student to lose the context of the entire
program. This work introduces the proposal and evolution of a new set
of graphic representations towards a 3D environment of augmented
reality, based on the metaphor of roads and traffic signs, and which
aims to facilitate the learning of programming to beginner students.
The visualizations generated from these graphical representations can
be constructed automatically thanks to their modular design and used
by teachers in order to explain programming concepts during master
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classes. The proposal has been evaluated with students in order to
validate whether the proposed notation is appropriate to represent the
concepts it tries to abstract and easy for students to understand.

Personalising Exergames for the Physical Rehabilitation of
Children Affected by Spine Pain

• Title: Personalising Exergames for the Physical Rehabilitation of
Children Affected by Spine Pain [32]

• Authors: Cristian Gómez, Carmen Lacave, Ana Isabel Molina, David
Vallejo, and Santiago Sánchez

• Type: Conference

• Conference: XXII International Conference on Enterprise Information
Systems (ICEIS)

• Location: Tomar, Portugal

• Year: 2020

• Awards: Best Paper Award in the Area of Human-Computer
Interaction

• DOI: 10.5220/0009574005330543

• Related to the current research topic: No, although the achievement of
this research allowed to consolidate the knowledge related to the
statistical evaluation and presentation of the results of the present
research of this doctoral dissertation.

• Related figure(s): 2.4

• Abstract: Injuries or illnesses related to the lumbar spine need great
clinical care as they are one of the most prevalent medical conditions
worldwide. The use of exergames has been widespread in recent years
and they have been put forward as a possible solution for motivating
patients to perform rehabilitation exercises. However, both
customizing and creating them is still a task that requires considerable
investment both in time and effort. In this project we present a
language with which we have designed a system based on the physical
rehabilitation of patients suffering from bone-marrow injuries, which
enables customization and generation of exergames. To assess the
system, we have designed an experiment with an exergame based on
the physical rehabilitation of the lumbar spine. The purpose of this
was to assess its understanding and suitability, whose result reveals
that the tool is fun, interesting and easy to use. It is hoped that this
approach can be used to considerably reduce the complexity of
creating new exergames, as well as supporting the physical
rehabilitation process of patients with lower back pain.
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Figure 2.3: A photo taken of a user testing the system to visualize programs
represented through the ANGELA notation along with the overlayed processed

source code relating each graphic representation from the visualization.

Figure 2.4: Proposed architecture for rehabilitation of patient suffering from
bone-marrow injuries.
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Collece 2.0: A distributed real-time collaborative
programming environment for the eclipse platform

• Title: Collece 2.0: A distributed real-time collaborative programming
environment for the eclipse platform [39]

• Authors: Santiago Sánchez, Miguel Ángel Redondo, David Vallejo,
Carlos González, and Crescencio Bravo

• Type: Conference

• Conference: XI International Conference on Interfaces and Human
Computer Interaction

• Location: Lisbon, Portugal

• Year: 2017

• ISBN: 978-989-8533-64-7

• Related to the current research topic: Yes.

• Related figure(s): 2.5

• Abstract: Collaboration with other users to solve programming
problems has an effect on the speed of development and the final
software quality. This is achieved through techniques like pair
programming when users are co-located, or otherwise through
real-time remote collaboration. Existing work for remote working on a
programming project has failed to address the integration of new
emerging technologies, like augmented reality. These new technologies
would provide a way to improve the final user learning experience if
integrated in a working programming environment. This paper
describes the implementation of COLLECE 2.0, a plug-in for the
Eclipse platform which provides a distributed real-time collaborative
programming environment, and integrates support for augmented
reality and mobile device capabilities. We discuss two specific use
scenarios where the solution would work, and how the implemented
awareness mechanisms improve the user experience. The paper closes
with the conclusions, limitations and future work, and a first sign on
what on-going works would look like.
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iProg: development of immersive systems for the learning
of programming

• Title: iProg: development of immersive systems for the learning of
programming [29]

• Authors: Manuel Ortega, Miguel Ángel Redondo, Ana Isabel Molina,
Crescencio Bravo, Carmen Lacave, Yoel Arroyo, Santiago Sánchez,
María de los Ángeles García, César Alberto Collazos, Javier Alejandro
Jiménez, Huizilopoztli Luna, José Ángel Velázquez, and Raúl Abad

• Type: Conference

• Conference: XVIII International Conference on Human-Computer
Interaction

• Location: Cancun, Mexico

• Year: 2017

• DOI: 10.1145/3123818.3123874

• Related to the current research topic: Yes.

• Related figure(s): 2.6

• Abstract: Basic “computing literacy” is said to be deemed necessary for
all citizens, and provides an opportunity to prepare, over longer
periods of time, future computing engineers. The iProg Project intends
to achieve computing literacy research objectives by means of a
number of applications for Programming Education, based on different
techniques for advanced Computer-Human Interaction and
visualization, including augmented reality and gesture-based
interaction. The evaluation of Usability and User Experience of these
new forms of interaction will require the use of advanced interaction
techniques, including eye tracking and the gathering of biometric
information.
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Figure 2.5: High level algorithm used to synchronize changes among different users
editing the same file (left) and a representation of what would be the future editor of

COLLECE-2.0 (right).

Figure 2.6: Three of the systems presented by the CHICO research group: VisBack,
for the visualization of recursive programs (left); Learn CIAT tool for the CIAM

methodology (middle); COLLECE-2.0 for the collaborative learning of programming
(right).
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Applying Mixed Reality Techniques for the Visualization of
Programs and Algorithms in a Programming Learning
Environment

• Title: Applying Mixed Reality Techniques for the Visualization of
Programs and Algorithms in a Programming Learning Environment
[40]

• Authors: Santiago Sánchez, Maria de los Ángeles García, Carmen
Lacave, Ana Isabel Molina, Carlos González, David Vallejo, and Miguel
Ángel Redondo

• Type: Conference

• Conference: X International Conference on Mobile, Hybrid, and On-line
Learning (eLmL)

• Location: Rome, Italy

• Year: 2018

• ISSN: 2308-4367

• Related to the current research topic: Yes.

• Related figure(s): 2.7

• Abstract: Program and algorithm visualization has been a research
topic for more than 25 years. Correct graphical representations have a
demonstrated impact on how students understand programming
concepts. Previous works on visualization tools based on trees and
graphs representations tend to be too difficult for teachers to use them
in their classrooms and for students to understand how they work.
Moreover, new mixed reality learning environments can improve this
learning experience thanks to the latest technology on the market.
This paper discusses a whole new set of graphical representations
used to visualize programs and algorithms through augmented reality
devices. It also presents these visualizations integrated into the
architecture of a newly mixed reality programming learning feature for
the COLLECE 2.0 Eclipse plugin, a collaborative and distributed
environment for programming learning. This new approach is expected
to improve students’ learning experience in introductory programming
courses.
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Automatic recognition of physical exercises performed by
stroke survivors to improve remote rehabilitation

• Title: Automatic recognition of physical exercises performed by stroke
survivors to improve remote rehabilitation [44]

• Authors: Santiago Sánchez, Dorothy Ndedi Monekosso, Paolo
Remagnino, David Vallejo, and Carlos González

• Type: Conference

• Conference: II International Conference on Multimedia Analysis and
Pattern Recognition (MAPR)

• Location: Ho Chi Minh City, Vietnam

• Year: 2019

• DOI: 10.1109/MAPR.2019.8743535

• Related to the current research topic: No, although the research done
for this conference publication allowed to expand the knowledge about
concurrent programming, communication and synchronization
between immersive devices and network servers, and graphic
rendering in web applications. Likewise, the work conducted had an
impact on one of the scientific publications in the JCR journal
mentioned in the previous section.

• Related figure(s): 2.8

• Abstract: Strokes are the second cause of death and the third cause of
disability in the world. Currently, there is not an actual cure for stroke
victims, but physiotherapy can be used to restore as much mobility as
possible until a plateau is reached again. However, performing these
exercises implies that both patient and therapist are together in the
same place, so that the latter can guide the former through a correct
execution of physical exercises. This raises additional difficulties when
it comes to continuously monitoring the recovery of stroke patients,
due to the economic costs involved and the requirements of both
geographical and temporal availability. These issues can be addressed
by leveraging technology, specifically computer vision-based assistive
systems and remote rehabilitation tools, so as to the affected person
can check whether the exercises are being performed correctly. This
paper is focused on the automatic classification of exercises, within the
context of a gamification-based remote rehabilitation tool used to
automatically assess the performance of stroke patients when making
physical rehabilitation. To this end, we use the DTW algorithm for
analyzing and comparing open-ended motion curves, so that the
exercises do not have to be fully performed until existing candidates
can be matched. This increases the system flexibility and offers an
interaction mechanism much more simple, which is usually a needed
requirement by stroke patients.
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Figure 2.7: A 3-D visualization of the bubble sort algorithm (left) using a
preliminary version of the ANGELA notation (right).

Figure 2.8: The software solution created to help during rehabilitation of stroke
survivors through analyzing physical exercises and providing information about the

patient’s evolution.
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ANGELA: A Novel Approach of Graphic Notation Based on
the Metaphor of Road Signs to Facilitate the Learning of
Programming

• Title: ANGELA: A Novel Approach of Graphic Notation Based on the
Metaphor of Road Signs to Facilitate the Learning of Programming [47]

• Authors: Santiago Sánchez, María de los Ángeles García, Cristian
Gómez, David Vallejo, Ana Isabel Molina, Carmen Lacave, Carlos
González, Javier Alonso Albusac, and Miguel Ángel Redondo

• Type: Conference

• Conference: VII International Conference on Technological Ecosystems
for Enhancing Multiculturality (TEEM)

• Location: León, Spain

• Year: 2019

• DOI: 10.1145/3362789.3362871

• Related to the current research topic: Yes.

• Related figure(s): 2.9

• Abstract: Programming is a field that influences other disciplines in a
transversal way, so its learning is necessary considering the emergence
of new jobs that will require programming knowledge in the future.
However, programming raises certain difficulties during its learning,
especially in understanding programming concepts due to the high
level of abstraction required. This level of abstraction can be reduced
by using graphic representations that motivate the student and
facilitate the understanding of certain programming concepts that
arise at the beginning of the learning process. Therefore, this paper
introduces ANGELA, a graphic notation based on the metaphor of
roads and traffic signs that is meant to complement the learning
process of beginner students who are starting to program by
visualizing programs. These visualizations can be automatically
generated from the source code of the programs, thanks to the
modular and scalable design of the notation, and used by teachers to
explain programming concepts during classes. The proposal has been
evaluated with students in order to validate if the notation is
appropriate to represent the concepts it tries to abstract from and if it
results easy for the students to understand. Additionally, some use
cases are presented in real-world scenarios in order to demonstrate
the flexibility of the proposal.



|108| CHAPTER 2. RESULTS

COLLECE-2.0: A real-time collaborative programming
system on Eclipse

• Title: COLLECE-2.0: A real-time collaborative programming system on
Eclipse [23]

• Authors: Carmen Lacave, María de los Ángeles García, Ana Isabel
Molina, Santiago Sánchez, Miguel Ángel Redondo, and Manuel Ortega

• Type: Conference

• Conference: XXI International Symposium on Computers in Education
(SIIE)

• Location: Tomar, Portugal

• Year: 2019

• DOI: 10.1109/siie48397.2019.8970132

• Related to the current research topic: Yes.

• Related figure(s): 2.10

• Abstract: There is evidence that group learning techniques facilitate
programming learning. Existing tools have limited functionalities,
mainly in relation to the synchronization and consistency of shared
documents. The COLLECE-2.0 system, a plug-in for the Eclipse
platform, provides a collaborative programming environment,
distributed and in real time. Its interface has been designed with a
special emphasis on aspects related to awareness and collaboration.
This work describes a first experience developed to evaluate this
system. In general, all aspects of the evaluated interface have been
well appreciated, especially the public chat between all members of the
group and the possibility that areas of code can be locked to avoid
unwanted changes during collaborative editing.
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Figure 2.9: New visual and usage improvement to the 2-D (left) and 3-D (right)
ANGELA notation.

Figure 2.10: A snapshot showing some of the main features available in
COLLECE-2.0.
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An Agent-based Approach to Physical Rehabilitation of
Patients affected by Neurological Diseases

• Title: An Agent-based Approach to Physical Rehabilitation of Patients
affected by Neurological Diseases [58]

• Authors: David Vallejo, Santiago Sánchez, Javier Alonso Albusac, José
Jesús Castro, and Carlos González

• Type: Conference

• Conference: IX International Conference on Current and Future Trends
of Information and Communication Technologies in Healthcare (ICTH)

• Location: Coimbra, Portugal

• Year: 2019

• DOI: 10.1016/j.procs.2019.11.081

• Related to the current research topic: No, although the knowledge
acquired during this work had a direct impact on the publications
related to the serious game for learning concepts of programming
called RoboTIC, where an agent-based approach was proposed for the
implementation of the prototype.

• Related figure(s): 2.11

• Abstract: Neurological disorders such as strokes, dementia, or ABI,
among others, represent a major burden on European and worldwide
healthcare systems, and can be understood as an unmet clinical need,
recognised as a global challenge. This work discusses how agent
technology can contribute to increase the autonomy of patients
affected by neurological diseases who require physical rehabilitation.
This approach can reduce face-to-face rehabilitation and the
associated costs. We propose an architecture composed of software
agents that play different roles to support the rehabilitation process
from the point of view of patients and clinicians. This architecture has
been used to deploy a multi-agent system for the physical
rehabilitation of patients affected by a stroke. The involved
rehabilitation exercises can be automatically assessed, classified and
supervised. The conducted performance tests allow to conclude that
the system can provide feedback to the patients in real-time.



2.3. Articles presented in national and international conferences |111|

Toward Precision Rehabilitation for Neurological Diseases:
Data-Driven Approach to Exergame Personalization

• Title: Toward Precision Rehabilitation for Neurological Diseases: Data-
Driven Approach to Exergame Personalization [50]

• Authors: Santiago Sánchez, David Vallejo, Carlos González, José Jesús
Castro, and Javier Alonso Albusac

• Type: Conference

• Conference: XIII International Conference on Ubiquitous Computing
and Ambient Intelligence (UCAmI)

• Location: Toledo, Spain

• Year: 2019

• DOI: 10.3390/proceedings2019031010

• Related to the current research topic: No, although the research
conducted and the data oriented solutions implemented made it
possible to outline the foundations of what would be the data exchange
format between the systems developed during the execution of this
doctoral dissertation and the immersive visualization devices.

• Related figure(s): 2.12

• Abstract: Physical rehabilitation of patients affected by neurological
diseases is currently an unmet clinical need due to the high cost of
health systems and the impact that rehabilitation has on patients and
their families. This paper introduces an approach based on the idea of
precision rehabilitation, where personalization of the physical
rehabilitation for each patient and accessibility to technological tools
that support it are pursued. A general architecture that contemplates
functional modules related to multiple work areas and different roles is
proposed. One of these modules is related to gamification and delves
into the design and development of exergames, defined from a general
data model, in order to increase the level of patient motivation when
exercising. The paper discusses the creation and evaluation of an
exergame designed for the rehabilitation of lower limbs.
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Figure 2.11: Overview of the proposed multi-agent architecture.

Figure 2.12: Snapshots of the rehabilitation game generated (left) through a
data-driven approach (middle) and using a low-cost skeleton tracking device (right).
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Aplicación de una metáfora flexible y extensible para la
visualización de programas en el contexto del aprendizaje
de la programación

• Title: Aplicación de una metáfora flexible y extensible para la
visualización de programas en el contexto del aprendizaje de la
programación [17]

• Authors: Cristian Gómez, Santiago Sánchez, María de los Ángeles
García, Miguel Ángel Redondo, Javier Alonso Albusac, and Manuel
Ortega

• Type: Conference

• Conference: XXI International Symposium on Computers in Education
(SIIE)

• Location: Tomar, Portugal

• Year: 2019

• ISBN: 978-989-8840-39-4

• Related to the current research topic: Yes.

• Related figure(s): 2.13

• Abstract: El aprendizaje de la programación es un campo de
investigación con publicaciones relevantes de más de 25 años. Desde
sus inicios, se ha demostrado que su dificultad depende del alto nivel
de abstracción que ciertos conceptos de programación son requeridos
por los estudiantes. Sin embargo, dicho nivel puede reducirse
utilizando representaciones gráficas que motiven a los estudiantes y
faciliten su comprensión, asociando elementos del mundo real con
términos específicos de programación. Así, este trabajo muestra la
notación ANGELA, una metáfora de carreteras y señales de tráfico
utilizada para visualizar dinámicamente la ejecución de un programa
con un vehículo viajando por su estructura ejecutando sentencias.
Dichas visualizaciones se pueden ejecutar en una variedad de
entornos, los cuales soportan diferentes mecanismos de interacción
dependiendo de la dimensionalidad de las representaciones gráficas.
Además, este trabajo destaca la flexibilidad y la extensibilidad de la
propuesta mediante su aplicación en diferentes casos de uso, junto
con una metodología que hemos seleccionado a modo de ejemplo para
mostrar cómo la notación podría ser explotada en un escenario real de
aprendizaje.
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COLLECE 2.0: Un sistema para el aprendizaje colaborativo
de la programación sobre Eclipse, con una metáfora
multidimensional para la visualización de programas

• Title: COLLECE 2.0: Un sistema para el aprendizaje colaborativo de la
programación sobre Eclipse, con una metáfora multidimensional para
la visualización de programas [36]

• Authors: Miguel Ángel Redondo, Santiago Sánchez, Cristian Gómez,
Carmen Lacave, Ana Isabel Molina, and Manuel Ortega

• Type: Conference

• Conference: XXVI Jornadas sobre la Enseñanza Universitaria de la
Informática (JENUI)

• Location: Valencia, Spain

• Year: 2020

• Related to the current research topic: Yes.

• Related figure(s): 2.14

• Abstract: Computer programming is a complex task and a challenge
for novice programmers. There are a wide range of difficulties in
understanding programming concepts due to the high level of
abstraction required to learn them. In order to address these
difficulties, we have developed the COLLECE-2.0 system, a plug-in for
the Eclipse platform, which provides a real-time, distributed,
collaborative programming environment. Its interface has been
designed to enhance aspects related to support for group learning. In
addition, our proposal makes a special emphasis on the program
visualization, incorporating a set of multidimensional graphic
representations based on a metaphor. These representations are
applicable to a variety of scenarios that support different interaction
mechanisms, depending on the dimensionality of the graphic
representations and the devices used for their visualization. This paper
describes the main details of the COLLECE-2.0 system and how it can
be used in different scenarios by visualizing and interacting with
structural aspects of the programs and algorithms.
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Figure 2.13: Equivalence between the 2-D (top) and 3-D (bottom) ANGELA notation.

Figure 2.14: Dynamic visualizacion of the bubble sort algorithm as seen through a
Mixed Reality device.
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3
Conclusions and Future Work

I
n the present doctoral dissertation, different environments and
prototypes have been presented, oriented to facilitate the learning of
programming in users with different profiles. The totality of the results

has been exposed by means of the set of scientific articles that accompanies
this dissertation by compendium of publications, where the proposals and
methods followed to reach the results are detailed in depth.

In this chapter an analysis of the work conducted is made, starting from
the objectives stated in the section 1.3 and returning to the research
questions initially formulated to answer them according to what is proposed
in this doctoral dissertation.

3.1 Achievement of objectives

The proposal for this doctoral dissertation arises from the research questions
posed in the section 1.3.1 and which are again included here for convenience:

• RQ. Does the use of programming learning tools based on emerging
technologies improve the overall learning experience?

– RQ1. Does understanding and knowing the proposed tools and
how they work intrinsically increase interest in programming?

– RQ2. Does using inmersive interfaces, e.g. AR, improve motivation
towards programming?

– RQ3. Generally, what is the subjective perception of the ease of
use, usefulness and intention of use of the proposed tools?

To answer these questions, a main objective was set, which consisted in
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“offering a set of tools and prototypes that facilitate the learning of

programming and guide the complete formative process of students with

different educational profiles through the use of immersive and emerging

technologies that exploit new learning paradigms”.

Firstly, all the publications that accompany this doctoral dissertation,
and which are already cited in the chapter 2, have presented in detail
multiple reviews of the state of the art on lines of research as diverse as the
visualization of information, graphic representation of algorithms and
programs, collaborative software development environments, immersive
technologies and the benefits of learning to program, among others. This
has made it possible to achieve the secondary objective [Obj01] Review of
the state of the art.

The study of the state of the art has led to the development of several
solutions aimed at facilitating the learning of programming, such as the
platform COLLECE-2.0 aimed at solving programming problems in a
collaborative manner, the graphic notation ANGELA for the representation
of programs and algorithms, and the serious game RoboTIC to introduce
programming concepts in children. Furthermore, these solutions can be
used by means of immersive AR devices through the use of 3-D graphics in
dedicated learning environments. This has made it possible to achieve the
secondary objectives [Obj02] Development of software systems, [Obj03]
Programming metaphors and other abstractions, [Obj04] Use of
immersive technologies and [Obj05] Learning environments.

Also, the different evaluations of the proposed solutions presented
throughout the various scientific publications have allowed validation in the
context of motivation, ease of use, usefulness and intention of use. This has
made it possible to achieve the secondary objective [Obj06] Proposal
evaluation and validation.

Finally, it is possible to answer affirmatively to the research questions
formulated initially thanks to the results exposed in the publications [48]
and [51], where evaluations on the proposed solutions are conducted in the
scope of universities and primary education. The results of these
evaluations confirm that knowing the tools and how they work intrinsically
increase interest in programming (RQ1), using inmersive interfaces improve
motivation of the users toward programming (RQ2) and the perception of
the solutions by the users in the context of the ease of use, usefulness and
intention of use has been positive (RQ3). Therefore, the main research
question formulated in this doctoral dissertation (RQ) is answered
affirmatively, confirming that using emerging programming learning tools
improves the learning experience of users.



3.2. Future lines of work |119|

3.2 Future lines of work

The result of this doctoral dissertation establishes a starting point for
exploring new lines of future work related to learning of programming.
Thus, new experiments and use cases are proposed that allow to continue
the research in new lines of work, to consider:

• New evaluations of COLLECE-2.0 and ANGELA that allow the
establishment of new hypotheses in the context of learning
programming, with more long-term experiments that cover the
development of complete courses (experimental group) and allow the
comparison of results obtained from courses taught traditionally
(control group).

• Extensions of COLLECE-2.0 that allow the definition of new use cases
related to visual programming by means of the ANGELA notation, thus
opening new lines of research that make possible the construction of
applications abstracting the user from knowing any programming
language.

• New additions to the ANGELA notation to support the visualization of
recursion. Currently, advances have been made in this line of work
through proposals and experimental designs that allow for the proper
representation of recursive programs.

• Exploiting the augmented 3-D space by deploying the program
visualizations and RoboTIC on low-cost mobile devices, thus increasing
the number of users who could make use of these solutions and
allowing to launch large-scale evaluation experiments.

• New mechanisms for learning programming through the development
of cross reality (XR) environments that allow the integration of physical
devices whose interaction impacts on virtual elements of the
visualizations.
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